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Abstract

In recent years, methods for sparse approximation have gained considerable attention and have been successfully applied to numerous problems in various mathematical disciplines. This work starts by illustrating applications for sparse approximation to introduce the concept of sparsity. Afterwards, the mathematical framework and basic mathematical principles are introduced. Particularly $\ell^1$ minimization, which is an important tool in the sparsity context, will be introduced as well as available algorithms. This forms a profound background to approach the problem of stability in $\ell^1$ minimization for ill-conditioned linear equations. It turns out that a tool arising from statistics – the elastic net – promises to attenuate stability problems, while preserving the benefits of $\ell^1$ minimization. The connection between $\ell^1$ minimization and the elastic net is discussed. Analytical properties of the elastic net are stated and corresponding algorithms are developed. Numerical troubles of $\ell^1$ minimization are demonstrated for sample problems as well as the influence of the elastic net. Finally, given all necessary tools, the discussion leads to the highlight of exact-recovery conditions for elastic-net minimization.
1 Introduction 1
  1.1 What is sparsity? .......................... 1
  1.2 Applications of sparse approximation .......... 2
    1.2.1 Inverse problems ...................... 3
    1.2.2 Compression and compressed sensing ....... 7
    1.2.3 Image processing ........................ 8
  1.3 Overview .................................. 11

2 Notations, framework and basic principles 13
  2.1 Notations ................................ 13
  2.2 Framework ................................ 14
  2.3 Gâteaux differentiability .................... 16
  2.4 Subdifferential calculus ...................... 18
  2.5 Newton differentiability .................... 23

3 A short trip to $\ell^1$ minimization 25
  3.1 From sparse approximation to $\ell^1$ minimization .. 25
  3.2 An overview of minimization algorithms ........ 29

4 The elastic net 31
  4.1 Relations to $\ell^1$ minimization ............ 32
  4.2 Properties of the elastic-net functional and its minimizers .. 33
In recent years, there has been a growing interest in sparsity leading to considerable success in many fields of mathematics, such as inverse problems or image processing. Actually, it has spawned a new field of research, named compressed sensing, which is revolutionizing the standard sampling theory. The idea of compressed sensing is to incorporate sparsity into a measurement process so as to produce reasonable results beyond the known sampling theorems. Before we discuss applications of sparsity in detail, we answer the question "What exactly does sparsity mean?"

1.1 What is sparsity?

To answer this question, we consider a linear operator $A$ mapping an input vector $x_0$ onto a signal vector $y$. Such linear operators appear in many applications, e.g. as solution operators of differential equations in physics or as convolution operators in image processing. Usually, one is provided only a measurement $y^\delta$ of the signal vector $y$ perturbed with noise. In this case, $x_0$ is unknown and shall be recovered by solving $Ax = y^\delta$. Due to the modeling background, one expects $Ax = y$ to be solvable (by $x_0$), in contrast to $Ax = y^\delta$.

Sparsity describes a property of $x_0$, where it is denoted to be a sparse solution of $Ax = y$ if there exists a basis, such that the coordinates with respect to this basis are almost all zero. Typically, one is given a fixed basis, such that the searched for solution $x_0$ is assumed to be a sparsest solution,
i.e. a solution with fewest non-zero coordinates. This assumption may be exploited to obtain better approximations for \( x_0 \) than obtained by classical approaches, such as the least squares method (if applicable) or Tikhonov regularization applied to \( Ax = y^\delta \). Especially, sparsity can be used as a regularization.

To give a mathematical formulation incorporating the sparsity idea into an approximate solution, our first ingredient is a suitable basis \( \{ \varphi_i : i \in \mathbb{N} \} \) of the space of all possible input vectors for the model. This basis shall be such that it is expected to admit a sparse expansion of \( x_0 \), and it is typically arising naturally from the problem at hand. Since sparsity is a property involving the basis expansion, we need the synthesis operator \( S \) mapping a vector \( x \) onto the linear combination \( \sum x_i \varphi_i \). With the help of \( S \) we define \( K = AS \) and reformulate the problem into \( Kx = y^\delta \). The second ingredient is the \( \ell^0 \)-norm, where \( \|x\|_{\ell^0} \) is counting the non-zero coordinates of \( x \). In fact, it is not a true norm, but nevertheless it is a common notation in the literature. Combining the ingredients, we end up with the formula

\[
\min \|x\|_{\ell^0}, \quad \text{s.t. } \|Kx - y^\delta\| < \tau
\]

for some \( \tau > 0 \). It is easy to notice that a solution of this problem is one of the sparsest vectors keeping the error bound \( \tau \) on the residual \( \|Kx - y^\delta\| \). If the basis was chosen carefully, one hopes that the solution \( x \) fulfills \( x_0 \approx Sx \). Before we come to a mathematically more strict treatment and discuss the details of sparse approximation we motivate sparsity in different mathematical disciplines.

### 1.2 Applications of sparse approximation

This section introduces three different fields of mathematics, where the sparsity idea emerges and introduces sample problems. In the field of inverse problems, sparsity can be used as a regularization. In this field we discuss an application from mass spectrometry. The second field of mathematics is compressed sensing, where sparsity forms the backbone of the whole field. We introduce the standard example for compressed sensing, namely, the single pixel camera. The third field is image analysis, where sparsity emerges for example in noise-robust feature extraction. Some of the introduced sample problems are used later as numerical examples or form the background for further numerical experiments.
1.2. APPLICATIONS OF SPARSE APPROXIMATION

1.2.1 Inverse problems

Now, we take a closer look on an application of the inverse-problems theory, which is also benefiting from the sparsity idea – peak picking in mass spectrometry (MS) \[14,57\]. MS is a tool to measure the \( \frac{m}{z} \) value, or mass-to-charge ratio, of molecules and is used in particular for medical purposes. For a given sample, it can count the number of molecules of a certain type, i.e. of a certain mass-to-charge ratio. These numbers are collected for several mass-to-charge ratios and charted in so called spectra. Considering the fact that on small scales all particles of the same type have exactly the same mass-to-charge ratio one expects that a spectrum consists of sharp peaks for each molecule type. This idealized concept is visualized in figure 1.2.2.

Assuming that figure 1.2.2 is a spectrum for healthy dermal tissue, the expectation is that for example cancerous tissue results in different particle distributions, i.e. the peaks have different heights and positions. This idea originates from the differences in metabolic processes of healthy and cancerous cells, which is the case for several tissue types. The ability to differ tissue types via MS is efficiently exploited in the new research field of MALDI imaging \[10,42\], where a spatial structure of a slice of tissue, e.g. a brain, can be investigated (cf. figure 1.2.3).

![A mass spectrometer, Sciex 365.](image)

Figure 1.2.1: A mass spectrometer, Sciex 365.
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Figure 1.2.2: Idealized image of a mass spectrometry measurement, each particle type admits a sharp peak.

Figure 1.2.3: Segmentation of a rat brain in MALDI imaging is one application for mass spectrometry among many others. (Images by Theodore Alexandrov and Bruker Daltonics)
After the measurement, the $m/z$ values are discretized. Hence, the output of a mass spectrometer is a vector with each coordinate corresponding to a certain $m/z$ value. At this point, it seems evident that a spectrum $y$ can be modeled as a linear combination of discrete Dirac peaks (as used e.g. in [6,35]) via

$$y = \sum x_i \delta(\cdot - i).$$

Compared to the resolution of the measurement device, the number of peaks is typically very low and hence this $\delta$-peak model corresponds to a sparse representation of the spectrum, i.e. almost all coefficients $x_i$ are zero. In fact, the measured spectra look more complicated, they are perturbed with noise and the peaks are blurry as can be seen in the mass spectrum shown in figure 1.2.4.

The question of peak picking in MS is "How to reconstruct the ideal peak spectra from the blurry and noisy measured ones?". As stated, we already have a basis which is expected to admit a sparse representation of an ideal spectrum – the basis consisting of Dirac peaks. The process of blurring can be modeled using a convolution operator $A$ with a suitable kernel. This operator is linear and the kernel can be determined approximately by suitable measurements. In this context, the kernel is also referred to as point-spread function and can be regarded as a prototype of a measured blurry peak. The point-spread function may depend on the $m/z$ values as well as on the age or runtime of a measurement device. However, in models
it is often simplified to be a Gaussian convolution kernel. Thus, the problem of determining the coefficients $x$ from a measured spectrum $y^\delta$ corresponds to solving the linear problem $Ax = y^\delta$.

Considering the noisy dataset, the implicit assumption is that we need a few big coefficients to represent the real peaks and many small coefficients to represent the noise. Hence, applying the sparse approximation framework should result in a good approximate solution $x$, representing the peaks but not the noise. So the benefit of sparse approximation is the possibility to simultaneously denoise and solve the problem of peak picking. This idea of exploiting sparsity based methods in mass spectrometry has been discussed for example in [6].

In practice, the conditioning of the convolution operator $A$ is, depending on the kernel, arbitrarily poor and hence the inversion is not stable. Due to this fact, the problem is considered to be an ill-posed inverse problem.

Moreover, often one is not interested in quantities of single molecules but in combinations thereof, e.g. a protein of interest may result in a peak pattern. These patterns are known a priori from test measurements as well as theoretical fundamentals. Consequently, the Dirac-peak basis can be enhanced by adding patterns $\{c_i : i = 1 \ldots n\}$. This means that the model for our idealized spectrum $y$ changes into

$$y = \sum x_i \delta(\cdot - i) + \sum z_i c_i.$$  

The sparsity idea exploits the fact that one needs one pattern to describe several peaks. Hence, for a sparse representation of $y$ we will select a pattern if it appears in the data $y$ instead of selecting several single peaks. Consequently, enhancing the Dirac-peak basis by patterns allows a more sparse representation of $y$.

In contrast to the Dirac-peak basis, we now need the synthesis operator $S$ mapping the vector $((x_i)^T (z_i)^T)^T$ to the above sum. With $K = AS$, we now consider the problem $Kx = y^\delta$, for the noisy measurement $y^\delta$, which no longer has a unique solution. In addition to the non-unique solution, the patterns for different molecules can overlap partly resulting in highly correlated columns of the matrix $K$ in practice. Thus, $K$ is not injective and is ill-conditioned. In the numerical experiments in later chapters, we see the impact of these problems on sparse-approximation algorithms and how one can resolve them.
1.2.2 Compression and compressed sensing

The field of compressed sensing is a rather new discipline, which has emerged in recent years and stands for a novel measurement paradigm applicable in many fields. It aims to go beyond standard sampling theory by introducing sparsity. A good introduction and motivation of compressed sensing can be found for example in [9,17,47].

A common procedure while measuring a quantity, e.g. taking a digital photo, is to perform many measurements (several millions for a usual digital camera) and producing a big dataset $y$. Afterwards this data is represented in a basis (e.g. wavelets) admitting a sparse representation of $y$. Only a few coefficients are stored such that a reconstruction up to a certain precision $\tau$ is possible. Such procedures are called lossy compression procedures. One of the most famous representatives is JPEG compression which uses such a procedure in combination with other advanced techniques.

Such a compression scheme is very wasteful in the sense that one takes millions of measurements and afterwards throws away information to store only a few thousand coefficients. At this point compressed sensing enters the scene and tries to replace this procedure by just taking a few thousand measurements and skip the compression step. The question is: “Is it possible to directly reduce the number of measurements to a few thousands while obtaining results of similar quality as using the traditional compression scheme with millions of measurements?”

The idea behind this question is that one tries to measure the correlation of $y$ with other vectors, instead of pointwise measurements. We repeat this step a few thousand times and store the vectors correlating with in the rows of a matrix $A$ (sensing matrix), which finally has millions of columns and a few thousand rows. Mathematically, we measure $Ay$. Since $A$ is not injective, we can not recover the true signal $y$ directly. Having a basis which allows a sparse representations of $y$, we denote the corresponding synthesis operator by $S$. To recover the signal $y$, we can use the prior sparsity information and solve the equation $Ay = ASx$. Due to the dimensions of $A$, this equation still has infinitely many solutions but if $A$ was chosen carefully it has only one sparse solution $x_0$. Hence, via $y = Sx_0$ the true signal $y$ can be recovered. The research in compressed sensing deals with finding constraints on $S$ and $A$ such that we can recover $x_0$, or at least a solution $x$ such that $y \approx Sx$. 
The key point is that we can store the (few) measurements $Ay$ directly, but if a digital camera would store the images in the compressed sensing scheme we would need to solve

$$\min \|x\|_0, \quad \text{s.t. } \|ASx - Ay\| < \tau$$

to view the images. In this way, compressed sensing transfers the computational effort from the measurement device to the analysis device and e.g. makes sensors more efficient. Another benefit of compressed sensing is that it enables us to reduce the number of necessary sensors (even a single pixel camera is possible, see [47]).

We pay our main attention to the fact that the sensing matrix $A$, due to its dimensions, yields a rank deficient matrix $A^*A$. As we will see, this causes troubles when solving sparse approximation problems.

### 1.2.3 Image processing

As an example for signal and image processing involving sparsity, we present an application from mechanics, namely, surface analysis of high-precision-turned surfaces. Turning describes a process where a piece of material (wood, metal, plastic etc.) is placed on a plate, not necessarily centered, which is rotating (cf. figure 1.2.5). Then a cutting tool is traversed along 2 axes of motion, while on each rotation of the workpiece the tool hits the workpiece and cuts a track into the material (see figure 1.2.6). It can be used for example to produce plain surfaces in high-precision turning for mirror-like surfaces. When hitting the workpiece, and while cutting, the tool starts to vibrate, which influences the quality of the surface, especially its optical characteristics.

Image processing comes into play when the created surfaces have to be evaluated by means of interferometric images (figure 1.2.6). The imaging process requires tilting the workpiece since one can not image the surface directly from above. For evaluation, this tilt needs to be “removed” from the images. Furthermore, we are not interested in the track information of the tool but in its vibrations. Hence, we want to remove tilt and track information to visualize the vibrations of the tool. We possibly need to remove more characteristics such as the shape of the turned object but for now we consider only plain surfaces. As a model for an image $y$ of a plain surface, we take the following superposition

$$y = \text{tilt} + \text{tracks} + \text{vibrations}.$$
Figure 1.2.5: A turning device, on the right is a close up of the tool cutting the workpiece.

Figure 1.2.6: Interferometric image of a surface produced by turning and the same dataset without tilt where the tracks become visible.
In our case, the tilt is modeled as a polynomial of degree one. The tracks can be represented by taking sinusoids in radial direction of the circular tracks constantly propagated along the tracks (figure 1.2.7). Hence, our model for the surface becomes a linear combination of polynomials of degree one and sinusoids, where the collection of these functions is referred to as dictionary. Writing these dictionary functions as columns of a matrix $K$, we can represent our surface $y$ as

$$y = Kx + \text{vibrations}.$$ 

This approach is a common procedure in surface analysis [36]. In contrast to the standard methods, as least squares, sparsity can be used to ensure that e.g. the tilt is fitted by the polynomial part and not by sinusoids. This is possible, because it takes one polynomial to model the tilt while it would take several sinusoids. If we do not restrict ourself to plain surfaces, and hence need to fit the shape of our turned object as well, sparsity becomes more important because it may anticipate to fit a feature such as tilt or tracks using dictionary functions designated to fit the shape. In this manner we are able to decompose the surface into certain parts e.g. tilt, tracks and vibrations (figure 1.2.8).
1.3 Overview

In the next chapter, we introduce some mathematical fundamentals as well as the strict mathematical framework which we use all over the rest of this work. This comprises assumptions on the linear operator under consideration and the corresponding spaces the operator maps between. Also different notions of differentiability are introduced.

Having all the fundamentals, we give an introduction to $\ell^1$ minimization and its connection to sparse approximation. Afterwards, we give a short overview of available minimization algorithms followed by a motivation of elastic-net minimization. Research results on the elastic net are proved and the problem of parameter selection is discussed. Two active-set algorithms for elastic-net minimization are developed. New results about active-set choices and corresponding convergence are proved.

It follows a chapter on numerical properties of the elastic net compared to $\ell^1$ minimization, demonstrating the differences in the numerical stability, but on the other side similarity in the results.

Finally, we address a special case of parameter-selection rules, namely, rules that allow to recover the support of the input vector, which we called $x_0$ in the beginning of the introduction. The applicability is demonstrated using a numerical example from mass spectrometry together with a recipe to choose the parameters a priori.

The work is closed with a conclusion and an overview of remaining, interesting questions which might be addressed in further research.
After motivating sparsity in the previous chapter, we now turn to a strict mathematical framework to see how the problem of sparse approximation can be solved and to have insights into some of its mathematical properties. Therefore, we firstly introduce the notations and preliminaries used all over the following work. Secondly, we introduce some basic principles from functional analysis, namely, Gâteaux differentiability, subdifferential calculus, and Newton differentiability which also plays a fundamental role.

2.1 Notations

We start with some general notations. By $\mathbb{R}_\infty$ we denote the extended real line $(-\infty, \infty]$, where we extend the usual ordering on $\mathbb{R}$ onto $\mathbb{R}_\infty$ by $-\infty < a \leq \infty$, for all $a \in \mathbb{R}_\infty$. For a subset $I$ of $\mathbb{N}$ and a real number $p > 0$ we define the sequence spaces $\ell^p(I) = \{(a_i)_{i \in I} \subset \mathbb{R} : \sum_{i \in I} |a_i|^p < \infty\}.$

These spaces are Banach spaces if equipped with the corresponding norms $\|a\|_{\ell^p(I)} = \left(\sum_{i \in I} |a_i|^p\right)^{\frac{1}{p}}.$
Especially, the pair $(\ell^2, \| \cdot \|_{\ell^2})$ constitutes a Hilbert space together with the scalar product
\[
\langle x, y \rangle_{\ell^2} = \sum_{i \in \mathbb{N}} x_i y_i.
\]
As an abbreviation we write $\ell^p$ instead of $\ell^p(\mathbb{N})$. By $L(\mathcal{X}, \mathcal{Y})$ we denote the set of all bounded linear operators mapping between two spaces $\mathcal{X}$ and $\mathcal{Y}$. For a linear operator $T : \mathcal{X} \to \mathcal{Y}$ we denote its range by $R(T) = \{ Tx : x \in X \} \subset Y$ and its pseudo inverse by $T^\dagger$.

### 2.2 Framework

The framework for a strict mathematical treatment requires some assumptions which need to be postulated in most of the theorems, lemmas and propositions in this work. In this section all those are collected while explaining the framework and shall be assumed all over the work. You can find the overview table in the last chapter.

All over this work, let $\mathcal{H}$ be a Hilbert space and $K \in L(\ell^2, \mathcal{H})$. Further, let $y \in R(K) \subset \mathcal{H}$ with a noisy observation thereof which we call $y^\delta$, defining the noise as $\eta := y^\delta - y$ and the noise level $\delta := \| \eta \|_\mathcal{H} < \infty$. Particularly, it follows that $y^\delta \in \mathcal{H}$. We assume that the linear equation $Kx = y$ has a sparse solution $x^\dagger$ which is sparse with respect to the standard basis $(e_i)_{i \in \mathbb{N}}$.

We shall also need the definition of the $\ell^1$ functional
\[
\Psi_\alpha(x) := \frac{1}{2} \| Kx - y^\delta \|_\mathcal{H}^2 + \alpha \| x \|_{\ell^1}, \quad (\ell^2 \to \mathbb{R}_\infty), \tag{2.1}
\]
and the elastic-net functional
\[
\Phi_{\alpha,\beta}(x) := \frac{1}{2} \| Kx - y^\delta \|_\mathcal{H}^2 + \alpha \| x \|_{\ell^1} + \frac{1}{2} \beta \| x \|_{\ell^2}^2, \quad (\ell^2 \to \mathbb{R}_\infty) \tag{2.2}
\]
for $\alpha, \beta \geq 0$. The dependency of the functionals $\Psi_\alpha$ and $\Phi_{\alpha,\beta}$ on the operator $K$ and the measurement data $y^\delta$ is not denoted. The part $\frac{1}{2} \| Kx - y^\delta \|_\mathcal{H}^2$ is called the residual term while the remaining part is called the penalty term.

For a set $I \subset \mathbb{N}$ we denote the orthogonal projection onto the indices listed in $I$ as $P_I : \ell^2 \to \ell^2(I)$. Note that in this setting the adjoint of $P_I$ is the canonical embedding $P_I^* : \ell^2(I) \to \ell^2$
\[
P_I^* x = \sum_{i \in I} x_i e_i.
\]
In these terms we define $K_I := K(P_I^*) : \ell^2(I) \to \mathcal{H}$. 
Remark 2.2.1. All statements that we make in this work do also hold if we have $D \subset \mathbb{N}$ and consider $K \in L(\ell^2(D), H)$. In this case the index set $I$ for the definition of $P_I$, $P^*_I$ and $K_I$ has to be a subset of $D$. The minor role of the index set reflects in our abbreviation $\ell^2 = \ell^2(\mathbb{N})$.

Remark 2.2.2. The requirement that $K$ is defined on $\ell^2$ and that $x^\dagger$ is sparse with respect to the standard basis might appear as a strong requirement. In the following we draft that this is not the case.

Let $A \in L(\tilde{\mathcal{H}}, \mathcal{H})$ a bounded linear operator between two Hilbert spaces and $D \subset \mathbb{N}$ an index set. Further, let $\{\varphi_i \in \tilde{\mathcal{H}} : i \in D\}$ a collection of vectors (e.g. an orthonormal basis of $\tilde{\mathcal{H}}$ if $\mathcal{H}$ is separable), allowing a sparse representation of the searched for solution of $Ax = y$. We assume that the linear synthesis operator $S : \ell^2(D) \to \tilde{\mathcal{H}}$,

$$Sx = \sum_{i \in D} x_i \varphi_i$$

is bounded (which is fulfilled for orthonormal bases of separable Hilbert spaces). Defining $K := AS \in L(\ell^2(D), \mathcal{H})$, instead of $Ax = y$ we can consider the equation $Kx = y$. In this fashion many problems can be transferred into our framework. In our context, a suitable set $\{\varphi_i \in \tilde{\mathcal{H}} : i \in D\}$ is referred to as dictionary.

Remark 2.2.3. For the functionals $\Psi_\alpha$ and $\Phi_{\alpha,\beta}$ it is often desirable to fine tune the parameters. Hence, one replaces

$$\alpha \|x\|_{\ell^1} \sim \sum \alpha_i |x_i|, \quad \beta \|x\|_{\ell^2}^2 \sim \sum \beta_i |x_i|^2$$

where $(\alpha_i)_{i \in \mathbb{N}}$, $(\beta_i)_{i \in \mathbb{N}}$ are sequences of positive real numbers which are bounded from below by some constant $c > 0$. All stated theorems, lemmas, etc. in this work also hold for this modification but for notational simplicity are proved without it.
2.3 Gâteaux differentiability

This section introduces the concept of Gâteaux differentiability which plays a fundamental role for the development of algorithms in the elastic-net chapter. The principle can be found in full details in [50,58]. Here, we only recall the important properties.

**Definition 2.3.1 (Gâteaux derivative).** Let $\mathcal{X}, \mathcal{Y}$ be normed spaces, $D \subset \mathcal{X}$ an open set. A functional $f : D \rightarrow \mathcal{Y}$ is called Gâteaux differentiable at $x_0 \in D$ if there exists $T \in L(\mathcal{X}, \mathcal{Y})$ such that

$$\forall v \in \mathcal{X} : \lim_{h \rightarrow 0} \frac{f(x_0 + hv) - f(x_0)}{h} = Tv.$$

In this case, we denote $T$ as $Df(x_0)$ and call it Gâteaux derivative of $f$ at $x_0$.

The next proposition shows that many properties of the usual derivative transfer to the concept of Gâteaux derivatives. It states a sum and a chain rule as well as its compatibility with scalar multiplication. The most important part is that it admits a necessary and sufficient condition for convex functionals to have a global minimizer as known for usual derivatives.

**Proposition 2.3.2 (Properties of the Gâteaux derivative).** Let $\mathcal{X}, \mathcal{Y}$ be Banach spaces and $f, g : \mathcal{X} \rightarrow \mathcal{Y}$ Gâteaux differentiable. Then the following properties hold:

i) The function $f + g$ is Gâteaux differentiable and it holds the sum rule

$$D(f + g)(x_0) = Df(x_0) + Dg(x_0), \quad x_0 \in \mathcal{X}.$$

ii) For each scalar $\lambda$ the function $\lambda f$ is Gâteaux differentiable with the Gâteaux derivative

$$D(\lambda f)(x_0) = \lambda Df(x_0), \quad x_0 \in \mathcal{X}.$$

iii) The function $f \circ g$ is Gâteaux differentiable and the following chain rule holds:

$$D(f \circ g) = Df(g(x_0)) \circ Dg(x_0), \quad x_0 \in \mathcal{X}.$$
iv) If \( f \) is convex and \( x_0 \in \mathcal{X} \) such that \( Df(x_0) = 0 \), then \( x_0 \) is a global minimizer of \( f \).

To get a better assessment for Gâteaux derivatives as well as to anticipate some work we state a few examples.

**Example 2.3.3.** For this example, we use the notations which are introduced in the previous section.

- Gâteaux derivative of a constant function: It is easy to see from the definition of Gâteaux differentiability that the Gâteaux derivative of a constant function is zero.

- Gâteaux derivative of \( K \): The short calculation
  \[
  \frac{K(x_0 + hv) - K(x_0)}{h} = \frac{hKv}{h} = Kv
  \]
  shows that \( DK(x_0) = K \) for every \( x_0 \in \ell^2 \).

- Gâteaux derivative of \( \frac{1}{2} \| \cdot \|^2_{\mathcal{H}} : \mathcal{H} \to \mathbb{R} \): We start the calculation by rewriting the norm in terms of the inner product and exploiting its linearity:
  \[
  \frac{1}{2}(\|x_0 + hv\|^2_{\mathcal{H}} - \|x_0\|^2_{\mathcal{H}}) = h\Re\langle x_0, v \rangle_{\mathcal{H}} + h^2 \frac{1}{2}\|v\|^2_{\mathcal{H}}.
  \]
  Plugging this result into definition 2.3.1 shows that the Gâteaux derivative at \( x_0 \) is given by \( \Re\langle x_0, \cdot \rangle_{\mathcal{H}} \).

- Gâteaux derivative of \( \frac{1}{2} \| K \cdot - y^\delta \|^2_{\mathcal{H}} : \ell^2 \to \mathbb{R} \): Using the chain rule stated in proposition 2.3.2 and the previous examples, we find that the Gâteaux derivative at \( x_0 \in \ell^2 \) is given by
  \[
  D\left(\frac{1}{2}\|Kx_0 - y^\delta\|^2_{\mathcal{H}}\right) = \Re\langle Kx_0 - y^\delta, \cdot \rangle_{\mathcal{H}} \circ K = \Re\langle K^*(Kx_0 - y^\delta), \cdot \rangle_{\ell^2}.
  \]
  The "\( \Re \)" function can be omitted since \( \ell^2 \) is assumed to be a real Hilbert space. By the theorem of Riesz, we can identify
  \[
  D\left(\frac{1}{2}\|Kx_0 - y^\delta\|^2_{\mathcal{H}}\right) = K^*(Kx_0 - y^\delta) \in \ell^2.
  \]
2.4 Subdifferential calculus

In the last section, we have, as an example, calculated the Gâteaux derivative of the residual part of the functionals $\Psi_\alpha$ and $\Phi_{\alpha,\beta}$. With a view on the penalty terms of the functionals, the problem arises that the term $\alpha \|x\|_{\ell_1}$ is not Gâteaux differentiable. In this section, we introduce a principle which enables us to overcome this problem by introducing the more general concept of subdifferentiability [44, 46, 50]. We restrict ourself to subgradient calculus for convex functions.

Recall. A function $f$, defined on a Banach space $X$, mapping into $\mathbb{R}_\infty$ is called convex if

$$\forall x, y \in X, \forall t \in [0, 1]: \quad f(tx + (1-t)y) \leq tf(x) + (1-t)f(y).$$

It is called strictly convex if the strict inequality holds for $x \neq y$ and for $t \in (0, 1)$. The effective domain of $f$ is defined by $\text{dom}(f) := \{x \in X : f(x) < \infty\}$.

Definition 2.4.1 (Subdifferential of a convex function). Let $X$ be a Banach space and $f : X \to \mathbb{R}_\infty$ a convex function. Then the subdifferential of $f$ at $x_0 \in \text{dom}(f)$ is defined by

$$\partial f(x_0) := \{t \in X' : f(x) - f(x_0) \geq t(x - x_0), x \in X\}.$$

The function $f$ is called subdifferentiable at $x_0$ if and only if the subdifferential is not empty.

Remark 2.4.2. If $X$ is a Hilbert space, by the Riesz representation theorem the subgradient can be identified with

$$\partial f(x_0) = \{x^* \in X : f(x) - f(x_0) \geq \langle x^*, x - x_0 \rangle_X, x \in X\}.$$

Remark 2.4.3. The subgradient of $f$ at $x_0$ is a singleton if $f$ is Gâteaux differentiable and $x_0 \in \text{int dom}(f)$. In that case, we may write $Df(x_0) = \partial f(x_0)$ instead of $Df(x_0) \in \partial f(x_0)$ or $\{Df(x_0)\} = \partial f(x_0)$.

Remark 2.4.4. If $0 \in \partial f(x_0)$ it follows from the definition that $f$ attains its global minimum at $x_0$ since

$$\forall x \in X : \quad f(x) \geq f(x_0)$$
Definition 2.4.5. We define the set valued Sign function as follows: \( \text{Sign}(x) : \mathbb{R} \to \{ \{1\}, \{-1\}, [-1, 1] \} \)

\[
\text{Sign}(x) = \begin{cases} 
\{\text{sign}(x)\}, & x \neq 0, \\
[-1, 1], & x = 0.
\end{cases}
\]

Analogously, we define the function on \( \ell^2 \) via \( \text{Sign}(x)_i = \text{Sign}(x_i) \).

Example 2.4.6.  

- Subgradient of \(|\cdot| : \mathbb{R} \to \mathbb{R}\): In this case the condition for the subgradient reads \( \partial|0| = \{x^* \in \mathbb{R} : |x| \geq x \cdot x^*, x \in \mathbb{R}\} \). By the Riesz representation theorem, it is easy to see that the subgradient is given by

\( \partial|0| = [-1, 1] \),

which is the set of all possible tangent slopes (figure 2.4.1). Further it is easy to see that for general \( x \in \mathbb{R} \) there holds

\( \partial|x| = \text{Sign}(x) \).

- Subgradient of \( \|\cdot\|_{\ell^1} : \ell^2 \to \mathbb{R}\): Using the Riesz representation theorem for \( \ell^2 \), we start with the consideration of \( \partial\|0\|_{\ell^1} \) which contains \( x^* \in \ell^2 \).
if and only if
\[ \forall x \in \ell^2 : \sum |x_i| \geq \langle x, x^* \rangle_{\ell^2} = \sum x_i x^*_i. \]

Inserting the standard basis vectors and its scalar multiples, this formula can be reduced to the one dimensional case already covered above. Hence, by means of the Sign function, we can write for a general \( x_0 \in \text{dom}(\| \cdot \|_{\ell^1}) = \ell^1 \)
\[ \partial \| x_0 \|_{\ell^1} = \{ x \in \ell^2 : x_i \in \text{Sign}(x_{0i}) \} = \text{Sign}(x_0) \cap \ell^2. \]

Remark that \( 0 \in \text{Sign}(x_0) \) implies that \( 0 \in \partial \| x_0 \|_{\ell^1} \). We can see that \( \Psi_\alpha \) and \( \Phi_{\alpha,\beta} \) are subdifferentiable only for \( x_0 \in \ell^0 \), since otherwise \( |\text{Sign}(x)|_i = \pm 1 \) for infinitely many indices \( i \in \mathbb{N} \). For \( \ell^2 \) consists of sequences tending to zero, the intersection is empty.

**Proposition 2.4.7.** Let \( \mathcal{X} \) be a Hilbert space and \( f, g : \mathcal{X} \to \mathbb{R} \) convex. If there exists a point in \( \text{dom}(f) \cap \text{dom}(g) \) at which \( f \) is continuous, then
\[ \partial(f + g) = \partial(f) + \partial(g). \]

**Remark 2.4.8.** Applying the previous proposition to \( \Psi_\alpha \) and \( \Phi_{\alpha,\beta} \) and combining example 2.3.3 and 2.4.6, we find that
\[ \partial \Psi_\alpha(x) = K^*(Kx - y^\delta) + \alpha \text{Sign}(x) \cap \ell^2, \]
\[ \partial \Phi_{\alpha,\beta}(x) = K^*(Kx - y^\delta) + \alpha \text{Sign}(x) \cap \ell^2 + \beta x \]
each defined for \( x \in \ell^0 \). From remark 2.4.4 we also know that \( 0 \in \partial \Psi_\alpha(x) \) or \( 0 \in \partial \Phi_{\alpha,\beta}(x) \) respectively are sufficient conditions on \( x \) to be a minimizer of the corresponding functional. In fact, the conditions are not only sufficient but also necessary conditions.

In [46] we can find the following inversion rule for subgradients:

**Proposition 2.4.9** (Inversion rule for subgradients). Let \( \mathcal{X} \) be a Hilbert space and \( f : \mathcal{X} \to \mathbb{R} \) lower semicontinuous and convex with \( \text{dom}(f) \neq \emptyset \). Then \( (\partial f)^{-1}(x) = \text{argmax}_{y \in \mathcal{X}} \langle x, y \rangle_{\mathcal{X}} - f(y). \)
Example 2.4.10. In this example, we consider the latter part of the functional $\Phi_{\alpha, \beta}$, namely, $\alpha \| x \|_{\ell^1} + \frac{1}{2} \beta \| x \|_{\ell^2}^2$ as a functional on $\ell^2$. We already know that $\partial (\alpha \| x \|_{\ell^1} + \frac{1}{2} \beta \| x \|_{\ell^2}^2) = \alpha \text{Sign}(x) + \beta x$. Now, we calculate the inverse of the subgradient for $\beta > 0$ which is given by

$$x \mapsto \arg\max_{y \in \ell^2} \langle y, x \rangle_{\ell^2} - \alpha \| y \|_{\ell^1} - \frac{1}{2} \beta \| y \|_{\ell^2}^2.$$ 

For a fixed vector $x \in \ell^2$, we can write the right-hand side as

$$\arg\max_{y \in \ell^2} \sum_i (x_i y_i - \alpha |y_i| - \frac{1}{2} \beta |y_i|^2).$$

We can maximize this sum component wise as a set of one dimensional optimization problems where $y_i$ is the maximizing argument of the function (figure 2.4.2)

$$f_{x_i} : \mathbb{R} \to \mathbb{R}, \quad y \mapsto x_i y - \alpha |y| - \frac{\beta}{2} y^2.$$ 

At first, we notice that $f_{x_i}(0) = 0$ and that $y = 0$ maximizes $f_{x_i}$ if $|x_i| \leq \alpha$ since

$$|x_i| \leq \alpha \implies |x_i y| = |x_i| \cdot |y| \leq \alpha |y| \implies x_i y - \alpha |y| \leq 0 \implies f_{x_i} \leq 0.$$ 

For $y \neq 0$ the optimality condition for this function reads $x_i - \alpha \text{sign}(y) - \beta y = 0$ which is solvable if and only if $|x_i| > \alpha$. Looking for $y > 0$ to
solve the optimality condition, we find that $x_i$ has to be greater than $\alpha$ and $y = \frac{x_i - \alpha}{\beta}$. Respectively, if we are looking for $y < 0$ we find that $x_i$ has to be less than $\alpha$ and $y = \frac{x_i + \alpha}{\beta}$. All together, we have for $|x_i| > \alpha$ that either $y = \frac{x_i - \alpha \text{sign}(x_i)}{\beta}$ or $y = 0$ maximizes $f_{x_i}$. Next, we consider $f_{x_i}(\frac{x_i - \alpha \text{sign}(x_i)}{\beta})$ which reads

$$\frac{x_i^2 - \alpha |x_i|}{\beta} - \frac{\alpha |x_i - \alpha \text{sign}(x_i)|}{\beta} - \frac{(x_i - \alpha \text{sign}(x_i))^2}{2\beta}.$$

As first case, we take $x_i > \alpha$ where the above formula can be estimated as

$$\frac{x_i^2 - \alpha x_i}{\beta} - \frac{\alpha x_i - \alpha^2}{\beta} - \frac{(x_i - \alpha)^2}{2\beta} - \frac{(x_i - \alpha)^2}{2\beta} = (x_i - \alpha)^2(\frac{1}{\beta} - \frac{1}{2\beta}) > 0.$$

Analogously, in the second case $x_i < -\alpha$:

$$\frac{x_i^2 + \alpha x_i}{\beta} + \frac{\alpha x_i + \alpha^2}{\beta} - \frac{(x_i + \alpha)^2}{2\beta} - \frac{(x_i + \alpha)^2}{2\beta} = (x_i + \alpha)^2(\frac{1}{\beta} - \frac{1}{2\beta}) > 0.$$

Hence, we can exclude $y = 0$ as a candidate to maximize $f_{x_i}$ with $|x_i| > \alpha$. All together, we find that the inverse of $\partial(\alpha\|\cdot\|_{\ell^1} + \frac{1}{2}\beta\|\cdot\|_{\ell^2})$ is given by

$$(\partial(\alpha\|\cdot\|_{\ell^1} + \frac{1}{2}\beta\|\cdot\|_{\ell^2})^{-1}(x))_i = \begin{cases} 0, & |x_i| \leq \alpha \\ \frac{x_i - \alpha \text{sign}(x_i)}{\beta}, & \text{otherwise.} \end{cases}, \quad i \in \mathbb{N}. \quad (2.3)$$

This function can also be expressed as $\frac{1}{\beta}S_\alpha(x)_i = \frac{1}{\beta}\max\{0, |x_i| - \alpha\} \cdot \text{sign}(x_i)$ where $S_\alpha$ is known in the literature as soft shrinkage (figure 2.4.3).
2.5 Newton differentiability

As a third notion of differentiability, we need the Newton or slant differentiability as used in [12,31]. It is the key to semismooth Newton methods as we develop for the elastic net later on.

**Definition 2.5.1** (Newton derivative). Let $\mathcal{X}, \mathcal{Y}$ be Banach spaces, $D \subset \mathcal{X}$ an open subset. A mapping $F : \mathcal{X} \to \mathcal{Y}$ is said to be slantly or Newton differentiable at $x \in D$ if there exists a mapping $G : D \to L(\mathcal{X}, \mathcal{Y})$ such that the family $\{G(x + h)\}$ is uniformly bounded in the operator norm for $h$ sufficiently small and

$$
\lim_{h \to 0} \frac{F(x+h) - F(x) - G(x + h)h}{\|h\|_\mathcal{X}} = 0.
$$

The function $G$ is called a slanting function or Newton derivative for $F$ at $x$.

**Remark 2.5.2.** A slanting function is not necessarily unique.

**Remark 2.5.3.** In contrast to Gâteaux differentiability the limit is not directional and hence a Gâteaux differentiable function is not necessarily Newton differentiable. On the other hand, a Newton differentiable function does not need to be Gâteaux differentiable since for a slanting function $G$ of $F$ in $x$, $G(x)$ itself is not characterized in general by a limit.

Now that we defined the notion of Newton differentiability, we also need the following proposition proved in [12].

**Proposition 2.5.4.** Let $\mathcal{X}, \mathcal{Y}$ be Banach spaces. A mapping $F : \mathcal{X} \to \mathcal{Y}$ is Newton differentiable at $x$ if and only if $F$ is Lipschitz continuous at $x$.

**Example 2.5.5.** The shrinkage function $S_\alpha : \mathbb{R} \to \mathbb{R}$ is Newton differentiable at any point $x \in \mathbb{R}$ (since it clearly is Lipschitz continuous). According to [28], a Newton derivative is given by

$$
G(x) = \begin{cases} 
0 : \mathbb{R} \to \mathbb{R}, & |x| \leq \alpha \\
\text{id} : \mathbb{R} \to \mathbb{R}, & |x| > \alpha
\end{cases}
$$
as a Newton derivative. Accordingly, the shrinkage function $S_\alpha : \ell^2 \to \ell^2$ is Newton differentiable at any point $x \in \ell^2$ with

$$G(x) = \begin{pmatrix} \text{id}_{\{i \in \mathbb{N} : |x_i| > \alpha\}} & 0 \\ 0 & 0 \end{pmatrix} : \ell^2 \to \ell^2$$

as a Newton derivative (cf. [28]).
A short trip to $\ell^1$ minimization

Remember our framework, i.e. we consider a Hilbert space $\mathcal{H}$ and a bounded linear operator $K \in L(\ell^2, \mathcal{H})$. Having $y \in R(K)$ we assume that $Kx = y$ has a sparse solution $x^\dagger$. Further, $y^\delta$ is a noisy observation of $y$.

In this chapter, we show how the problem of sparse approximation can be transferred into a so called $\ell^1$-minimization problem, i.e. minimizing the functional

$$\Psi_\alpha(x) = \frac{1}{2} \| Kx - y^\delta \|_H^2 + \alpha \| x \|_{\ell^1}.$$ 

We discuss analytical properties of $\ell^1$ minimization, e.g. an optimality condition and the problem of selecting $\alpha$. After the theoretical treatise, we turn to the practical question of solving the minimization problem. In this context, we present two classes of algorithms, iterative thresholding methods and active-set methods, as well as several representatives.

3.1 From sparse approximation to $\ell^1$ minimization

In the introduction, we have seen the mathematical characterization of sparse approximation via

$$\min \| x \|_{\ell^0}, \quad \text{s.t. } \| Kx - y^\delta \|_H < \tau.$$  \hspace{1cm} (3.1)

Unfortunately, solving this problem is computationally unfeasible since it is NP hard [43]. Thus, there are several strategies to approximate solutions,
Figure 3.1.1: How does $\| \cdot \|_p$ influences the minimal value (3.1) with respect to the size of the coefficients $x_i$.

e.g. matching pursuit [16, 41, 51] or basis pursuit [11]. A good overview is given in [8, 54].

The interesting thing, using $\| \cdot \|_0$ to measure the coefficients is that every non-zero coefficient affects the minimal value of problem (3.1) by 1, regardless of the coefficients value. In contrast, using the $\| \cdot \|_2$ would increase the impact of big coefficients while reducing those of small coefficients. Roughly speaking, using the $\| \cdot \|_0$ leads to minimizers with as few non-zero entries as possible, while the $\| \cdot \|_2$ leads to minimizers containing many tiny coefficients, instead of a few big ones. Using the $\ell^p$ norms $\| \cdot \|_p$ for $p \in (0, 2)$ one can somehow interpolate this behavior (figure 3.1.1). For replacing $p = 0$ by $p \in (0, 1)$ we refer to [25, 60] and for $p \in [1, 2)$ we recommend the reference [13].

For our purposes, we follow a widely used variant via convex relaxation using $\| \cdot \|_1$, which is in the above sense the closest convex norm to $\| \cdot \|_0$, leading to the minimization problem

$$\min \| x \|_1, \quad \text{s.t.} \ |Kx - y^\delta|_\mathcal{H} < \tau.$$ (3.2)

This is similar to the lasso problem [21, 48, 61]. We want to mention that for the noise free case, i.e. $\delta = 0$, one would use $\tau = 0$ together with the non-strict inequality. In that case, one can show that under some conditions the minimizers of (3.1) and (3.2) coincide (cf. [18, 19]).
However, using the Lagrangian multipliers there exists $\alpha > 0$ such that the solution of problem (3.2) is equivalent to the minimization of the convex optimization problem (cf. [40,48])

$$\min \frac{1}{2}\|Kx - y^\delta\|_H^2 + \alpha\|x\|_{\ell^1}.$$  

This problem is referred to as $\ell^1$-minimization problem.

**Lemma 3.1.1** (Optimality condition & Sparsity property). A necessary and sufficient condition on a minimizer of $\Psi_\alpha$ is given by

$$-K^*(Kx - y^\delta) \in \alpha \text{Sign}(x). \tag{3.3}$$

Moreover, each minimizer $x^*$ of $\Psi_\alpha$ is sparse, i.e. has only finitely many non-zero entries.

**Proof.** By remark 2.4.8, we know that (3.3) is a sufficient condition on a minimizer of $\Psi_\alpha$. Moreover, we showed in example 2.4.6 that every $x$ meeting the optimality condition is sparse i.e. an element of $\ell^0$. To the other end, let $x^*$ be a minimizer of $\Psi_\alpha$, then $x^* \in \ell^0$ since otherwise we could project the problem onto the components where $x^*_i \neq 0$ and calculate the optimality condition for $\Psi_\alpha$ – so assume w.l.o.g. $x_i \neq 0$, $i \in \mathbb{N}$ – which would be

$$| - K^*(Kx^* - y^\delta)| = \alpha.$$  

This is a contradiction to $K^*$ maps into $\ell^2$. Hence, the subgradient is not empty for the minimizer of $\Psi_\alpha$ and also admits a necessary condition.

Note that we do not need $\text{Sign}(x) \cap \ell^2$ on the right hand side since $K^*$ maps into $\ell^2$.  

**Remark 3.1.2.** If we consider the case of a unitary operator $K$, i.e. $K^*K = \text{id}$, we find from the above optimality condition (3.3) that

$$K^*y^\delta \in \alpha \text{Sign}(x) + x.$$  

Applying the outcome of example 2.4.10 on the inversion of subgradients, we deduce

$$x = S_\alpha(K^*y^\delta)$$

with the soft-shrinkage function $S_\alpha$. Hence, the solution can be calculated explicitly. This fact can be used for example for denoising where $K = \text{id}$.  
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A question naturally arising in the context of $\ell^1$ minimization is how to choose the parameter $\alpha$. In fact, this is, to our best knowledge, an open question if one is seeking a minimizer with respect to sparsity motivated criteria. For example, if one is seeking a five-sparse minimizer. At least, it is possible to tighten the interval of meaningful choices for $\alpha$ by finding out for which value of $\alpha$ a minimizer is given by 0. From the above optimality condition, we can find that 0 is a minimizer if and only if

$$(K^*y^\delta)_i \in [-\alpha, \alpha], \quad i \in \mathbb{N}$$

and hence a suitable $\alpha$ should be not outside the interval $[0, \max_{i \in \mathbb{N}} |K^*y^\delta|_i]$. In general, for $K$ not injective the minimizer of $\Psi_\alpha$ is not unique but if we assume that for $\alpha \geq \max_{i \in \mathbb{N}} |K^*y^\delta|_i$ there exist an additional minimizer $x^*$ we find

\[
\frac{1}{2} \|Kx^*-y^\delta\|_H^2 + \alpha\|x^*\|_{\ell^1} = \frac{1}{2}\|y^\delta\|_H^2 \\
\implies \frac{1}{2}\|Kx^*\|_H^2 - \langle Kx^*,y^\delta \rangle + \alpha\|x^*\|_{\ell^1} = 0 \\
\implies \frac{1}{2}\|Kx^*\|_H^2 + \alpha\|x^*\|_{\ell^1} = \langle Kx^*,y^\delta \rangle = \langle x^*,K^*y^\delta \rangle \leq \alpha\|x^*\|_{\ell^1} \\
\implies \frac{1}{2}\|Kx^*\|_H^2 = 0.
\]

Hence, we have for the reconstruction $Kx^* = 0$ and reinserting this result into the first equation we obtain $x^* = 0$. This proves the upper bound for the interval of suitable choices for $\alpha$, moreover, it proved the next lemma.

**Lemma 3.1.3.** The unique minimizer of $\Psi_\alpha$ is given by 0 if and only if $\alpha \geq \max_{i \in \mathbb{N}} |K^*y^\delta|_i$.

Stronger parameter-choice rules can be established if one is not focused on the sparsity property of $\Psi_\alpha$ itself but on the regularizing properties to inverse problems. Since this is not the main interest of this work we refer to [22,26,38,45].

We address the question of how to select $\alpha$ if one can hope for exact recovery of $x^\dagger$, in the sense that the support of the minimizer of $\Psi_\alpha$ coincides with the support of $x^\dagger$, later for the more general elastic-net case. For now, we refer to [24,39,52,53].
3.2 An overview of minimization algorithms

Essentially, there are two classes of minimization algorithms for the functional $\Psi_\alpha$, the active-set type algorithms and iterative thresholding methods. A prototype of thresholding methods is the iterated soft thresholding (IST) [13]. From the performance point of view this algorithm is often not reasonable but there are many spin offs dealing with those performance deficiencies, e.g. fixed-point continuation (FPC) [29]. Iterative thresholding algorithms often are proven to have a linear convergence behavior but the rate may be arbitrarily poor.

On the other side, the active-set methods, e.g. the semismooth Newton method (SSN) [28] or the feature-sign-search algorithm (FSS) [37], are proven only local convergence or the convergence speed scales exponentially with the dimension of the problem. Anyway, in practice these algorithms often outperform iterative thresholding methods.

At this point, we shall refer to a few more well known algorithms for $\ell^1$ minimization to give a broader but still incomplete picture of the algorithmic landscape: Gradient projection for sparse reconstruction (GPSR) [23], iterated hard thresholding (IHT) [7], fast iterative soft-thresholding algorithm (FISTA) [3], sparse reconstruction by separable approximation (SPARSA) [59], l1-ls [34] and the homotopy method [20]. Some of them might occur in the numerical examples later on. A good comparison of some of them can be found in [40].

In this work we mainly focus on algorithms of active set type, namely, the SSN and the FSS. As a reference for iterative thresholding methods we take the IST. The SSN is a locally super linearly convergent method which indeed often suffers from convergence problems. We consider it mainly for analytical purposes since it has a nice and straightforward analysis. For practical purposes, we use the FSS which is similar to the SSN but with a more modest active-set strategy. It benefits from its global convergence properties and while the proved rate of convergence is exponentially bad in practice it often converges rapidly.

The IST is globally convergent with a linear rate which may be arbitrarily bad. It is the prototype of most iterated shrinkage methods and often used for verification.
In several applications, $\ell^1$ minimization yields good results, while in our experience many algorithms have numerical troubles when applied to rank-deficient or ill-conditioned operators. Many algorithms take longer (more iterations) to minimize the $\ell^1$ functional as the operator becomes worse conditioned until convergence can no longer be achieved. Sometimes, one is satisfied with approximate solutions to the $\ell^1$-minimization problem which can often be achieved by relaxing the stopping criterion of the used algorithm, e.g. by demanding that the step size is below a threshold. Usually, in this case there are no qualitative analytical informations on the "solutions" available yet, depending on the used stopping criteria. Even if there were such information the question arises what to do if the result is not satisfactory. Hence, we find it worthwhile to establish a way, abolishing the numerical problems, such that qualitative results can be achieved. Furthermore, we try to open a possibility to obtain the exact $\ell^1$ minimizer anyway. In this aim, we focus mostly on the stabilization of active-set methods.

In this chapter we present a generalization of the $\ell^1$ functional, the elastic net. We prove similar analytical properties for the elastic net as for $\ell^1$ minimization and show how to obtain algorithms for the minimization of the elastic-net functional from existing $\ell^1$ algorithms. On top, we derive two active-set algorithms explicitly for the elastic net showing that we can derive algorithms for the elastic net which do not transfer from $\ell^1$ minimization. We see later on that the elastic net is capable of rectifying or at least attenuating the numerical problems of $\ell^1$ minimization.
4.1 Relations to \( \ell^1 \) minimization

Our way to the elastic net started with the observation of numerical troubles in \( \ell^1 \)-minimization algorithms. Especially, we worked on the SSN and FSS active-set methods for \( \ell^1 \) minimization. In every iteration these methods basically have to invert a submatrix of

\[ K^*K. \]

For ill-conditioned operators, the numerical problems are obvious and a known regularization method can help to attenuate the troubles, namely, Tikhonov regularization, i.e. for small \( \beta > 0 \) replace the inversion by the inversion of

\[ K^*K + \beta \text{id}. \]

Our experiments have shown that this regularization in fact leads to reasonable results. Driven by the question of how these modifications affect the output of the algorithm, we ended up with the answer that it minimizes a functional, which later turned out to be the elastic net, i.e.

\[ \Phi_{\alpha, \beta}(x) = \frac{1}{2}\|Kx - y^\delta\|_{\mathcal{H}}^2 + \alpha\|x\|_{\ell^1} + \frac{1}{2}\beta\|x\|_{\ell^2}^2. \]

The elastic net \( \Phi_{\alpha, \beta} \) is a tool developed in statistics [15, 62]. It is obvious that the elastic net is a generalization of the \( \ell^1 \) functional since they coincide for \( \beta = 0 \). A fortiori it is surprising that also the \( \ell^1 \) functional can be interpreted as a generalization of the elastic net in the following sense. We can rephrase the elastic-net functional as

\[ \Phi_{\alpha, \beta}(x) = \frac{1}{2}\left\| \begin{pmatrix} K \\ \sqrt{\beta} \text{id} \end{pmatrix} x - \begin{pmatrix} y^\delta \\ 0 \end{pmatrix} \right\|_{\mathcal{H} \times \ell^2}^2 + \alpha\|x\|_{\ell^1} \quad (4.1) \]

which is a restriction of the \( \ell^1 \) functional to special operators and datasets. This rephrased version shows that many properties of the \( \ell^1 \) functional transfer immediately to the elastic net. Anyway, we can prove some statements which are not obvious from this redraft and for convenience we proof some results which do transfer but are not proven in the last chapter.
4.2 Properties of the elastic-net functional and its minimizers

A property of the elastic-net functional $\Phi_{\alpha,\beta}$, which we exploit extensively, is its convexity. That $\Phi_{\alpha,\beta}$ is convex could also be seen from redrafted elastic-net functional (4.1) since it is known that $\Psi_{\alpha}$ is convex. Moreover, since $\left(\frac{K}{\sqrt{\beta}} id\right)$ is always injective for $\beta > 0$ we have that $\Phi_{\alpha,\beta}$ is strictly convex for $\beta > 0$. This fact is summarized in the following lemma and is proved for the sake of completeness.

**Lemma 4.2.1 (Convexity).** The elastic-net functional is convex, if $\beta > 0$ or $K$ injective also strictly convex.

**Proof.** For this proof we exploit the linearity of $K$, the triangle inequality
and the convexity of the function $\mathbb{R} \rightarrow \mathbb{R}$, $x \mapsto x^2$:

$$
\Phi_{\alpha,\beta}(\lambda x + (1 - \lambda)z) \\
= \frac{1}{2} \|K(\lambda x + (1 - \lambda)z) - y^\delta\|_H^2 + \alpha \|\lambda x + (1 - \lambda)z\|_{\ell^1} \\
+ \frac{1}{2} \beta \|\lambda x + (1 - \lambda)z\|_{\ell^2}^2 \\
= \frac{1}{2} \|\lambda K x + (1 - \lambda)K z - \lambda y^\delta - (1 - \lambda)y^\delta\|_H^2 + \alpha \|\lambda x + (1 - \lambda)z\|_{\ell^1} \\
+ \frac{1}{2} \beta \|\lambda x + (1 - \lambda)z\|_{\ell^2}^2 \\
\leq \frac{1}{2} \|\lambda K x - y^\delta\|_H^2 + (1 - \lambda)\|K z - y^\delta\|_H^2 + \alpha (\lambda \|x\|_{\ell^1} + (1 - \lambda)\|z\|_{\ell^1}) \\
+ \frac{1}{2} \beta (\lambda \|x\|_{\ell^2}^2 + (1 - \lambda)\|z\|_{\ell^2}^2) \\
= \lambda \Phi_{\alpha,\beta}(x) + (1 - \lambda)\Phi_{\alpha,\beta}(z).
$$

The strict convexity for $\beta > 0$ follows from the last inequality where we used the triangle inequality and the strict convexity of the square function on the second penalty term. The functional might be not strictly convex for $\beta = 0$ because in the same inequality there might be $K x = K z$. Hence, for $K$ injective the functional is again strictly convex.

From the convexity of the elastic-net functional $\Phi_{\alpha,\beta}$, it follows a result on the uniqueness of its minimizers. It is known from the rewritten formula (4.1) for $\Phi_{\alpha,\beta}$ using known facts about $\ell^1$ minimization. Again, we state the proof for the sake of completeness.

**Lemma 4.2.2** (Uniqueness of the minimizer). Let $\beta > 0$ or $K$ injective. The minimizer of $\Phi_{\alpha,\beta}$ is unique.

**Proof.** Let $x_1, x_2$ be minimizers of $\Phi_{\alpha,\beta}$. Assuming $x_1 \neq x_2$ and using the strict convexity of $\Phi_{\alpha,\beta}$ we conclude

$$
\Phi_{\alpha,\beta}(\frac{1}{2}(x_1 + x_2)) < \frac{1}{2}(\Phi_{\alpha,\beta}(x_1) + \Phi_{\alpha,\beta}(x_2)) = \Phi_{\alpha,\beta}(x_1).
$$

The last equality follows from the fact that $x_1$ and $x_2$ are minimizers and hence $\Phi_{\alpha,\beta}(x_1) = \Phi_{\alpha,\beta}(x_2)$. Thus, the equation establishes a contradiction to the minimizing property of $x_1$ and hence proofs the claim.

Lemma 4.2.1 and lemma 4.2.2 become important in the algorithmic section of this chapter. They are a first hint that the elastic-net functional can free us from the requirement that $K$ needs to be injective. This is important for problems involving rank-deficient operators.
The next result is an optimality condition for the elastic-net functional $\Phi_{\alpha,\beta}$, i.e. a necessary and sufficient condition on a vector $x \in \ell^2$ to be a minimizer of the elastic-net functional $\Phi_{\alpha,\beta}$. Again, this condition transfers from $\ell^1$ minimization via equation (4.1).

**Lemma 4.2.3 (Optimality condition & sparsity property).** An element $x^* \in \ell^2$ is a minimizer of $\Phi_{\alpha,\beta}$ if and only if

$$-K^*(Kx^* - y^\delta) - \beta x^* \in \alpha \text{Sign}(x^*). \quad (4.2)$$

Moreover, if $\alpha > 0$ a minimizer $x^*$ of $\Phi_{\alpha,\beta}$ is sparse, i.e. $\text{supp}(x^*)$ is a finite set.

In the situation of $\beta > 0$, we are able to formulate a variant of the optimality condition for the elastic-net functional $\Phi_{\alpha,\beta}$ which does not hold for the $\ell^1$ functional, i.e. $\beta = 0$. It uses the shrinkage operator $S_\alpha$ introduced for the inversion formula for subgradients in section 2.4 resulting in a fixed-point equation.

**Lemma 4.2.4 (Optimality condition via shrinkage).** Let $\beta > 0$. An element $x^* \in \ell^2$ is a minimizer of $\Phi_{\alpha,\beta}$ if and only if it fulfills the fixed point equation

$$S_\alpha(-K^*(Kx^* - y^\delta)) = \beta x^*. \quad (4.3)$$

**Proof.** The optimality condition $-K^*(Kx^* - y^\delta) - \beta x^* \in \alpha \text{Sign}(x^*)$ (cf (4.2)) can be rewritten equivalently using the inversion formula for subgradients (2.3) from example 2.4.10:

$$- K^*(Kx^* - y^\delta) - \beta x^* \in \alpha \text{Sign}(x^*)$$

$$\iff -K^*(Kx^* - y^\delta) \in \alpha \text{Sign}(x^*) + \beta x^*$$

$$\iff S_\alpha(-K^*(Kx^* - y^\delta)) = \beta x^*. \quad \square$$

**Remark 4.2.5.** As for $\ell^1$ minimization, if we consider the case of a unitary operator $K$, i.e. $K^*K = \text{id}$, we can calculate the minimizer directly. This
can be understood by a similar calculation as in the lemma above:

\[- K^*(Kx^* - y^\delta) - \beta x^* \in \alpha \text{Sign}(x^*) \]

\[\iff K^*y^\delta \in \alpha \text{Sign}(x^*) + (\beta + 1)x^* \]

\[\iff S_\alpha(K^*y^\delta) = (\beta + 1)x^*. \]

Here, we again used example 2.4.10 on the inversion of subgradients.

As mentioned in the introduction of this chapter, we aim to regularize \(\ell_1\)-minimization methods such that the results are still a good approximation for the \(\ell_1\) minimizer. Hence, we desire a stability result of the elastic-net minimizer with respect to the choice of \(\beta\). In this context the following two interesting properties have been proved in [33].

**Theorem 4.2.6** (Stability of the minimizer w.r.t. \(\alpha\) and \(\beta\)). Let \(\alpha, \beta > 0\) and \((\alpha_n)_{n \in \mathbb{N}}, (\beta_n)_{n \in \mathbb{N}} \subset \mathbb{R}^+\) sequences with \(\alpha_n \to \alpha, \beta_n \to \beta\). Further, denote by \(x_n\) the minimizer of \(\Phi_{\alpha_n, \beta_n}\) and by \(x^*\) the minimizer of \(\Phi_{\alpha, \beta}\) respectively. There holds \(x_n \to x^*\).

**Proposition 4.2.7.** Let the sequences \((\alpha_n)_{n \in \mathbb{N}}, (\beta_n)_{n \in \mathbb{N}} \subset \mathbb{R}^+\) satisfy that for some \(\gamma \geq 0\) and \(\alpha > 0\) there holds

\[\lim_{n \to \infty} \beta_n = 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{\alpha_n - \alpha}{\beta_n} = \gamma. \]

The minimizer of \(\Phi_{\alpha_n, \beta_n}\) converges to the unique minimum \(\gamma \|\cdot\|_{\ell_1} + \frac{1}{2} \|\cdot\|_{\ell_2}^2\) element of all minimizers to the functional \(\Phi_{\alpha, 0}\).

To complete these statements, we close the gap in between, namely, the stability for \(\alpha \to 0\). The proof is similar to the proofs of theorem 4.2.6 and proposition 4.2.7 as stated in [33].

**Proposition 4.2.8.** Let the sequences \((\alpha_n)_{n \in \mathbb{N}}, (\beta_n)_{n \in \mathbb{N}} \subset \mathbb{R}^+\) satisfy that for some \(\beta > 0\) there holds

\[\lim_{n \to \infty} \alpha_n = 0 \quad \text{and} \quad \lim_{n \to \infty} \beta_n = \beta. \]

The minimizer of \(\Phi_{\alpha_n, \beta_n}\) converges to the unique minimizer of \(\Phi_{0, \beta}\).
4.2. PROPERTIES OF THE ELASTIC-NET FUNCTIONAL AND ITS MINIMIZERS

Proof. The minimizing property of \( x_n^* := \text{argmin} \Phi_{\alpha_n, \beta_n}(x) \) implies that the sequences \((\|Kx_n^* - y^\delta\|)_{n \in \mathbb{N}}, (\|x_n^*\|_{\ell^1})_{n \in \mathbb{N}}, \) and \((\|x_n^*\|_{\ell^2})_{n \in \mathbb{N}}\) are uniformly bounded. In particular, there exists a subsequence of \((x_n^*)_{n \in \mathbb{N}}\), also denoted by \((x_n^*)_{n \in \mathbb{N}}\) converging weakly to some \( \tilde{x} \in \ell^2 \).

By the weak continuity of \( K \) and the weak lower-semicontinuity of \( \Phi \), we have

\[
\|K\tilde{x} - y^\delta\| \leq \liminf_{n \to \infty} \|Kx_n^* - y^\delta\|, \quad \text{and} \quad \|	ilde{x}\|_{\ell^2} \leq \liminf_{n \to \infty} \|x_n^*\|_{\ell^2}. \tag{4.4}
\]

Consequently, we have

\[
\Phi_{0, \beta}(\tilde{x}) &= \frac{1}{2} \|K\tilde{x} - y^\delta\|^2 + \frac{\beta}{2} \|	ilde{x}\|^2_{\ell^2} \\
&\leq \frac{1}{2} \liminf_{n \to \infty} \|Kx_n^* - y\|^2 + \liminf_{n \to \infty} \alpha_n \|x_n^*\|_{\ell^1} + \liminf_{n \to \infty} \frac{\beta_n}{2} \|x_n^*\|^2_{\ell^2} \\
&\leq \liminf_{n \to \infty} \left\{ \frac{1}{2} \|Kx_n^* - y\|^2 + \alpha_n \|x_n^*\|_{\ell^1} + \frac{\beta_n}{2} \|x_n^*\|^2_{\ell^2} \right\} \\
&= \liminf_{n \to \infty} \Phi_{\alpha_n, \beta_n}(x_n^*).
\]

Next, we let \( x^* := \text{argmin} \Phi_{0, \beta}(x) \) and want to show that \( \Phi_{0, \beta}(x^*) \geq \limsup_{n \to \infty} \Phi_{\alpha_n, \beta_n}(x_n^*) \). To this end, we observe

\[
\limsup_{n \to \infty} \Phi_{\alpha_n, \beta_n}(x_n^*) \leq \limsup_{n \to \infty} \Phi_{\alpha_n, \beta_n}(x^*) \\
= \lim_{n \to \infty} \Phi_{\alpha_n, \beta_n}(x^*) = \Phi_{0, \beta}(x^*)
\]

by the minimizing property of \( x_n^* \). Consequently,

\[
\limsup_{n \to \infty} \Phi_{\alpha_n, \beta_n}(x_n^*) \leq \Phi_{0, \beta}(x^*) \leq \Phi_{0, \beta}(\tilde{x}) \leq \liminf_{n \to \infty} \Phi_{\alpha_n, \beta_n}(x_n^*).
\]

Therefore, \( \tilde{x} \) is a minimizer of \( \Phi_{0, \beta} \), and the uniqueness of its minimizer implies \( \tilde{x} = x^* \). Hence, the whole sequence \((x_n^*)_{n \in \mathbb{N}}\) converges weakly to \( x^* \). Next, we show that the functional value \( \|x_n^*\|_{\ell^2} \to \|x^*\|_{\ell^2} \), for which it suffices by (4.4) to show that

\[
\limsup_{n \to \infty} \|x_n^*\|_{\ell^2} \leq \|x^*\|_{\ell^2}.
\]

Assume that this does not hold. Then there exists a constant \( c \) such that \( c := \limsup_{n \to \infty} \|x_n^*\|^2_{\ell^2} > \|x^*\|^2_{\ell^2} \), and a subsequence of \((x_n^*)_{n \in \mathbb{N}}\), denoted by \((x_n^*)_{n \in \mathbb{N}}\) again, such that

\[
x_n^* \to x^* \text{ weakly and } \|x_n^*\|^2_{\ell^2} \to c.
\]
By the continuity of $\Phi_{0,\beta}(x^*)$ in $(\alpha, \beta)$, we have

$$\lim_{n \to \infty} \left\{ \frac{1}{2} \|Kx_n^* - y^\delta\|^2 + \alpha_n \|x_n^*\|_{\ell^1} \right\}$$

$$= \Phi_{0,\beta}(x^*) - \lim_{n \to \infty} \frac{\beta_n}{2} \|x_n^*\|_{\ell^2}^2$$

$$= \frac{1}{2} \|Kx^* - y^\delta\|^2 + \frac{\beta}{2} \left( \|x^*\|_{\ell^2}^2 - c \right)$$

$$< \frac{1}{2} \|Kx^* - y^\delta\|^2.$$

Here, the last inequality follows from the definition of $c$. This is in contradiction with the lower-semicontinuity result in equation (4.4). Therefore, we have

$$\limsup_{n \to \infty} \|x_n^*\|_{\ell^2} \leq \|x^*\|_{\ell^2}.$$

This, together with equation (4.4) implies that $\|x_n^*\|_{\ell^2} \to \|x^*\|_{\ell^2}$, from which the desired convergence in $\ell^2$ follows directly. \qed
4.3 Parameter-choice rules

For our purposes, the elastic-net functional is only a method to improve the computability of sparse solutions, such as $\ell^1$ solutions, for ill-conditioned or rank-deficient operators. This motivation advises to choose $\beta$ as small as possible to keep its influence negligible. This choice is rectified by the continuity results in the last section. For some applications, the operator at hand is no longer ill conditioned if restricted to the support of the true minimizer. Hence, the ill condition only affects the $\ell^1$ algorithms if the starting guess is too far from the solution. In such cases, the elastic net might be used to calculate an $\ell^1$ solution by subsequently reducing the value of $\beta$.

As calculated for $\ell^1$ minimization in section 3.1, equation (3.4), one can easily see from the optimality condition for $\Phi_{\alpha,\beta}$ that the interval for meaningful values of $\alpha$ can be localized to be at most $[0, \max_{i \in \mathbb{N}} |K^*y^\delta_i|]$. Unfortunately, a similar approach can not be applied to $\beta$, even for fixed $\alpha$. The case of parameter choices for exact recovery is treated separately in chapter 6.

However, as for $\ell^1$ minimization parameter-selection rules can be established if one is interested in the regularizing properties of the elastic-net functional to inverse problems (cf. [33]).

4.4 Active-set algorithms and properties

We started this chapter by sketching our way to the elastic net, regularizing $\ell^1$-minimization algorithms. This might suggest that $\ell^1$ algorithms transfer directly as can also be seen from the rewritten elastic-net functional (4.1). However, considering the elastic net directly might yield variants of these algorithms which can not be obtained by applying $\ell^1$ algorithms to (4.1). For example, applying the SSN to the reformulated elastic-net functional indeed differs from only regularizing the inversion of $K$ in the SSN since it affects the active-set choice. It is surprising that this change to the active set can be omitted, which we show in the following where we derive the SSN for the elastic net introducing new active-set strategies. After the treatise of the SSN, we consider a variant of the FSS applied to the rewritten elastic-net functional (4.1). The results of this section can be found as the author’s contribution to [33].
4.4.1 Regularized semismooth Newton method (RSSN)

We now derive an algorithm for the elastic-net functional $\Phi_{\alpha,\beta}$ based on the semismooth Newton method [31, 56], which in turn coincides with a regularization of the SSN [28] and hence we call it RSSN.

As shown in section 4.1 the SSN algorithm can be adapted easily by rephrasing $\Phi_{\alpha,\beta}$. However, we deduce the algorithm in full detail to show new active-set choices. The first new choice is presented in the deduction, it cannot be derived directly from the $\ell^1$ algorithm applied to the rephrased elastic-net functional. Another one is derived in a remark afterwards together with the known active-set choice from SSN via rephrasing $\Phi_{\alpha,\beta}$.

From lemma 4.2.4 we know that $x$ is an optimal point of $\Phi_{\alpha,\beta}$ if and only if

$$F(x) := \beta x - S_\alpha(-K^*(Kx - y^\delta)) = 0.$$ 

As pointed out by the name of this algorithm we want to solve this fixed point problem via Newton’s method. $S_\alpha$ is not differentiable in the classical sense and thus a generalized notion of differentiability is required for applying Newton’s method. We shall use the notion of Newton-derivative (also known as slant derivative) [12, 31] as introduced in section 2.5 in the basic principles chapter. As stated in example 2.5.5 the shrinkage operator $S_\alpha$ is Newton differentiable. More precisely, we have the next result proved in [28]:

**Lemma 4.4.1.** A Newton derivative of $S_\alpha$ is given by

$$G(x) = \begin{pmatrix} \text{id}_{\{i \in \mathbb{N} : |x_i| > \alpha\}} & 0 \\ 0 & 0 \end{pmatrix}$$

and for any linear operator $T : \ell^2 \to \ell^2$ and any $b \in \ell^2$ a Newton derivative of $S_\alpha(Tx + b)$ is given by $G(Tx + b)T$.

Applying this lemma, a Newton derivative of $F$ is given by $D(x) = \beta \text{id} + G(-K^*(Kx - y^\delta))K^*K$. Given a set $A \subset \mathbb{N}$, we split the operator $K^*K$ as

$$K^*K = \begin{pmatrix} M_A & M_{AA^c} \\ M_{A^cA} & M_{A^c} \end{pmatrix}.$$ 

Upon letting $A_x := \{i \in \mathbb{N} : |K^*(Kx - y^\delta)|_i > \alpha\}$, we have

$$D(x) = \begin{pmatrix} \beta \text{id}_{A_x} + M_{A_x} & M_{A_xA_x^c} \\ 0 & \beta \text{id}_{A_x^c} \end{pmatrix}.$$
Obviously, $A_x$ is a finite set since $K^*$ maps into $\ell^2$ and hence the sequence $K^*(Kx - y^\delta) \in \ell^2$ tends to zero for all $x \in \ell^2$.

**Lemma 4.4.2.** Let $\beta > 0$. For every $x \in \ell^2$, $D(x)$ is invertible and $\|D(x)^{-1}\|$ is uniformly bounded.

**Proof.** Consider the equation $D(x)f = g$ or block wise

$$
\begin{pmatrix}
\beta \text{id}_{A_x} + M_{A_x} \\
0
\end{pmatrix}
\begin{pmatrix}
M_{A_x A_x^\ast} \\
\beta \text{id}_{A_x^\ast}
\end{pmatrix}
\begin{pmatrix}
(f|_{A_x}) \\
(f|_{A_x^\ast})
\end{pmatrix} =
\begin{pmatrix}
g|_{A_x} \\
g|_{A_x^\ast}
\end{pmatrix},
$$

i.e.

$$
\beta f|_{A_x^\ast} = g|_{A_x^\ast} \quad \text{and} \quad (\beta \text{id}_{A_x} + M_{A_x})f|_{A_x} = g|_{A_x} - M_{A_x A_x^\ast}f|_{A_x^\ast}.
$$

Therefore, the invertibility of $D(x)$ only depends on the invertibility of $\beta \text{id}_{A_x} + M_{A_x}$.

Since $A_x$ is finite the operator $M_{A_x} = K^* K_{A_x}$ maps $\ell^2(A_x) \rightarrow \ell^2(A_x)$, and thus between finite dimensional spaces. Hence, it is given by a matrix which is self-adjoint and positive semidefinite. Therefore, the eigenvalues of $\beta \text{id}_{A_x} + M_{A_x}$ are contained in the interval $[\beta, \infty)$. Consequently, the matrix $\beta \text{id}_{A_x} + M_{A_x}$ is invertible, and $\|(\beta \text{id}_{A_x} + M_{A_x})^{-1}\|_{\ell^2(A_x)} \leq \beta^{-1}$. Now, the assertion follows from

$$
\left\| \begin{pmatrix}
\beta \text{id}_{A_x} + M_{A_x} \\
0
\end{pmatrix}
\begin{pmatrix}
M_{A_x A_x^\ast} \\
\beta \text{id}_{A_x^\ast}
\end{pmatrix}
\right\|_{\ell^2}^{-1} g
= \left\| \begin{pmatrix}
(\beta \text{id}_{A_x} + M_{A_x})^{-1} \\
0
\end{pmatrix}
\begin{pmatrix}
-\beta^{-1} (\beta \text{id}_{A_x} + M_{A_x})^{-1} M_{A_x A_x^\ast} \\
\beta^{-1} \text{id}_{A_x^\ast}
\end{pmatrix}
\right\|_{\ell^2} g
\leq \beta^{-1}(\|g_{A_x}\|_{\ell^2} + \beta^{-1}\|M_{A_x A_x^\ast} g_{A_x^\ast}\|_{\ell^2(A_x)} + \|g_{A_x^\ast}\|_{\ell^2})
\leq \beta^{-1}(2 + \beta^{-1}\|K^* K\|_{\ell^2, \ell^2}) \cdot \|g\|_{\ell^2},
$$

where we have used the inequality $\|M_{A_x A_x^\ast}\|_{\ell^2(A_x^\ast), \ell^2(A_x)} \leq \|K^* K\|_{\ell^2, \ell^2}$. □

This lemma verifies the computability of Newton iterations. For notational simplicity, in the following calculation we write $M$ as an abbreviation...
for $M_{A_xk}$ and $M_c$ for $M_{A_xkA^c_xk}$ and analogously for id.

$$x^k - x^{k+1} = D(x^k)^{-1}F(x^k)$$

$$= \begin{pmatrix} (\beta \text{id} + M)^{-1} & -\beta^{-1}(\beta \text{id} + M)^{-1}M_c \\ 0 & \beta^{-1}\text{id}_c \end{pmatrix} \begin{pmatrix} (\beta x^k + K^*(Kx^k - y)\pm\alpha)|A_{x^k} \\ x^k|A^c_{x^k} \end{pmatrix}$$

$$= \begin{pmatrix} (\beta \text{id} + M)^{-1}(\beta x^k|A_{x^k} + (K^*Kx^k)|A_{x^k} - (K^*y)|A_{x^k}\pm\alpha - M_c x^k|A^c_{x^k}) \\ x^k|A^c_{x^k} \end{pmatrix}$$

$$= \begin{pmatrix} (\beta \text{id} + M)^{-1}(\beta x^k|A_{x^k} + M x^k|A_{x^k} - (K^*y)|A_{x^k}\pm\alpha) \\ x^k|A^c_{x^k} \end{pmatrix}$$

And finally

$$x^{k+1} = \begin{pmatrix} (\beta \text{id} + M)^{-1}((K^*y)|A_{x^k}\pm\alpha) \\ 0 \end{pmatrix}.$$  

In particular, this shows that the next iterate depends on the previous one only via the active set – this shows the importance of the active-set choice. We are ready to state the complete algorithm.

**Step 1** Initialize: $k = 0$, $x^0 = 0$

**Step 2** Choose active set $A_{x^k} = \{i \in \mathbb{N} : |K^*(Kx^k - y^\delta)|_i > \alpha\}$ and calculate

$$s^k_i = \begin{cases} 1, & [-K^*(Kx^k - y^\delta)]_i > \alpha \\ -1, & [-K^*(Kx^k - y^\delta)]_i < -\alpha \\ 0, & \text{else} \end{cases}$$

**Step 3** Update for the next iterate $x^{k+1}$

$$x^{k+1}|_{A_{x^k}} = (\beta \text{id}_{A_{x^k}} + M_{A_{x^k}})^{-1}(K^*y^\delta - \alpha s^k)|_{A_{x^k}}$$

$$x^{k+1}|_{A^c_{x^k}} = 0$$

(4.5)

**Step 4** Check stop criteria. Return $x^{k+1}$ or set $k \leftarrow k + 1$ and continue at step 2.
Remark 4.4.3. We shall note that the active-set choice is the same for the elastic-net version as well as for the $\ell^1$-minimization version of this algorithm. On the other hand using the $\ell^1$-minimization version to minimize the elastic-net functional, via the reformulation of $\Phi_{\alpha,\beta}$ in the previous section, would change the active-set strategy. In that case the choice would be

$$A_{x^k} = \{i \in \mathbb{N} : |K^*(Kx^k - y^\delta) + \beta x^k|_i > \alpha\}.$$

A natural stopping criterion for the algorithm is the change of the active set. If it does not change for two consecutive iterations, then a minimizer has been attained. The next result shows the super-linear local convergence of the algorithm.

**Theorem 4.4.4.** Let $\alpha, \beta > 0$. The RSSN converges locally super linearly.

**Proof.** Let $x^*$ the minimizer of $\Phi_{\alpha,\beta}$. Using $F(x^*) = 0$ we have

$$\|x^{k+1} - x^*\|_{\ell^2} = \|x^k - D(x^k)^{-1}F(x^k) - x^*\|_{\ell^2}$$

$$= \|x^k - D(x^k)^{-1}F(x^k) - x^* + D(x^k)^{-1}F(x^*)\|_{\ell^2}$$

$$= \|D(x^k)^{-1}\|_{\ell^2,\ell^2} \|D(x^k)(x^k - x^*) - F(x^k) + F(x^*)\|_{\ell^2}.$$

The definition of Newton derivatives implies

$$\lim_{x \to x^*} \frac{\|F(x) - F(x^*) - D(x)(x - x^*)\|_{\ell^2}}{\|x - x^*\|_{\ell^2}} = 0$$

Now, let $\varepsilon > 0$ arbitrary and $\|x^k - x^*\|$ sufficiently small. Utilizing the uniform boundedness of $\|D(x)^{-1}\|$ as shown in lemma 4.4.2, we have

$$\|D(x^k)^{-1}\|_{\ell^2,\ell^2} \|D(x^k)(x^k - x^*) - F(x^k) + F(x^*)\|_{\ell^2}$$

$$< \|D(x^k)^{-1}\|_{\ell^2,\ell^2} \cdot \varepsilon \|x^k - x^*\|_{\ell^2}$$

which shows the desired super-linear local convergence.

**Remark 4.4.5.** Several comments on the algorithm are in order. Firstly, this algorithm differs from the classical SSN [28] only in the regularization of the equation in step 3. Secondly, we note that the proposed method is
different from the standard regularized Newton method (also known as the Levenberg-Marquardt method) via
\[ x^{k+1} = x^k - (D(x^k) + \eta \text{id})^{-1} F(x^k), \]
for some \( \eta > 0 \), in that the latter regularizes globally whereas the former regularizes only on the active set. Thirdly, there are several equivalent formulations of the minimization problem. For instance, multiplying the optimality condition (4.2) by \( \gamma > 0 \) and adding \( x \) gives
\[ x - \gamma K^*(Kx - y^\delta) - \gamma \beta x \in x + \gamma \alpha \text{Sign}(x), \quad (4.6) \]
and also an alternative characterization of a minimizer of \( \Psi_{\alpha,\beta} : x \leftarrow S_{\gamma \alpha} (x - \gamma K^*(Kx - y^\delta) - \gamma \beta x) = 0. \) It leads to a similar algorithm but with a different active set, i.e.
\[ A^1_x = \{ i \in \mathbb{N} : |x - \gamma K^*(Kx - y^\delta) - \gamma \beta x|_i > \gamma \alpha \}. \]
Another choice of the active set derives by rewriting equation (4.6) as \( x - \gamma K^*(Kx - y^\delta) \in (1 + \gamma \beta)x + \gamma \alpha \text{Sign}(x) \). This gives \( (1 + \gamma \beta)x - S_{\gamma \alpha} (x - \gamma K^*(Kx - y^\delta)) = 0 \), and also a third choice of the active set
\[ A^2_x = \{ i \in \mathbb{N} : |x - \gamma K^*(Kx - y^\delta)|_i > \gamma \alpha \}. \]
These different choices may affect the convergence behavior of the respective algorithms.

### 4.4.2 Regularized feature-sign-search method (RFSS)

The main drawback of the RSSN is its potential lack of global convergence. Globalization may be achieved by alternative selection strategies for the active set. The RFSS is one such example with active-set selection strategy. It derives from the FSS [37] as the RSSN from the SSN. In this section we describe the RFSS algorithm in detail and show the next convergence result. We consider only finite-dimensional problems: \( K : \mathbb{R}^s \to \mathbb{R}^m, y^\delta \in \mathbb{R}^m \) and \( s = \{1, 2, \ldots, s\} \).

The following Theorem is the main result of this section and we prove it along with explaining the algorithm.

**Theorem 4.4.6.** The RFSS converges globally in finitely many steps, moreover every iteration strictly decreases the value of the functional \( \Phi_{\alpha,\beta} \).
For the algorithm, and hence for the proof of this theorem, we shall need the notion of consistency, which plays a fundamental role in the RFSS.

**Definition 4.4.7.** Let \( A \subset \mathbb{S} \), \( x = (x_i)_{i \in \mathbb{S}} \in \mathbb{R}^s \) and \( \theta = (\theta_i)_{i \in \mathbb{S}} \in \{-1, 0, 1\}^s \). The triple \((A, x, \theta)\) is called consistent if

\[
\begin{align*}
i \in A & \implies \text{sign}(x_i) = \theta_i \neq 0, \\
i \in A^c & \implies x_i = \theta_i = 0.
\end{align*}
\]

Assisted with a consistent triple \((A, x, \theta)\) we can split the optimality condition (4.2) into

\[
\begin{align*}
(-K^*(Kx - y^\delta) - \beta x)_i &= \alpha \theta_i, \quad i \in A, \\
|K^*(Kx - y^\delta)|_i &\leq \alpha, \quad i \in A^c.
\end{align*}
\]

**Remark 4.4.8.** The formulas (4.7) and (4.8) correspond to the optimality condition for the following auxiliary functional

\[
\Phi_{\alpha,\beta,\theta}(x) = \frac{1}{2} \|Kx - y^\delta\|^2 + \alpha \langle x, \theta \rangle_{\ell^2} + \frac{\beta}{2} \|x\|_{\ell^2}^2.
\]

By the definition of consistency, \( \Phi_{\alpha,\beta,\theta}(x) = \Phi_{\alpha,\beta,\theta}(x) \) if \( \text{sign}(x)_i = \theta_i \) for all non-zero components of \( x \). In any case we have

\[
\Phi_{\alpha,\beta,\theta}(x) \leq \Phi_{\alpha,\beta}(x).
\]

We are ready to describe the complete FSS algorithm in five steps. The description provides a constructive proof of Theorem 4.4.6.

**Step 1** Initialize: \( k = 1 \), \( A_0 = \emptyset \), \( x^0 = 0 \) and \( \theta^0 = 0 \). Any consistent triple \((A_0, x^0, \theta^0)\) is valid for initialization. Then check the optimality condition (4.2) and take one of the actions

(i) return the solution if fulfilled;
(ii) continue with Step 2 if (4.8) is not fulfilled;
(iii) continue with Step 3 otherwise.

**Step 2** At this step, the following premises hold: The optimality condition (4.8) is not fulfilled and the triple \((A_{k-1}, x^{k-1}, \theta^{k-1})\) is consistent.
This step performs a greedy scheme by selecting the index $i_0^k$ violating condition (4.8) the most, i.e.

$$i_0^k \in \arg\max_{i \in A_{k-1}} |K^*(Kx^{k-1} - y^\delta)|_i - \alpha,$$

then update the active set by $A_k = A_{k-1} \cup \{i_0^k\}$, update $\theta^k$ by

$$\theta^k_i = \begin{cases} 
\theta^{k-1}_{i}, & i \neq i_0^k \\
-\text{sign}((K^*(Kx^{k-1} - y^\delta))_{i_0^k}), & i = i_0^k
\end{cases}$$

and continue with Step 3.

**Step 3** Calculate the next iterate $x^k$ such that (4.7) is fulfilled, i.e. $x^k$ is optimal for $\Phi_{\alpha,\beta,\theta^k}$, by

$$x^k|_{A_k} = (\beta \text{id} + M_{A_k})^{-1}(K^*y^\delta - \alpha \theta^k)|_{A_k} \quad \text{and} \quad x^k|_{A_k^c} = 0.$$

Observe that the update coincides with that in the RSSN. If the triple $(A_k, x^k, \theta^k)$ is consistent, continue with Step 5, and otherwise continue with Step 4. For the former, we deduce from Remark 4.4.8 that

$$\Phi_{\alpha,\beta}(x^k) = \Phi_{\alpha,\beta,\theta^k}(x^k) < \Phi_{\alpha,\beta,\theta^k}(x^{k-1}) \leq \Phi_{\alpha,\beta}(x^{k-1}).$$

**Step 4** This step handles inconsistent $(A_k, x^k, \theta^k)$. We consider two different cases separately.

**Case 1** The preceding step of Step 3 is Step 4, i.e. $(A_k, x^{k-1}, \theta^k)$ is consistent. Therefore, there must be at least one index such that the signs of $x^k$ and $x^{k-1}$ differ. Let $\lambda_0$ the smallest $\lambda \in (0,1)$ such that

$$\exists i_0 \in A_k : (\lambda x^k + (1-\lambda)x^{k-1})_{i_0} = 0,$$

and denote $x_{\lambda_0} = \lambda_0 x^k + (1-\lambda_0)x^{k-1}$. The convexity of $\Phi_{\alpha,\beta,\theta^k}$ implies

$$\Phi_{\alpha,\beta}(x_{\lambda_0}) = \Phi_{\alpha,\beta,\theta^k}(x_{\lambda_0}) \leq \lambda_0 \Phi_{\alpha,\beta,\theta^k}(x^k) + (1-\lambda_0)\Phi_{\alpha,\beta,\theta^k}(x^{k-1}) < \lambda_0 \Phi_{\alpha,\beta,\theta^k}(x^{k-1}) + (1-\lambda_0)\Phi_{\alpha,\beta,\theta^k}(x^{k-1}) = \Phi_{\alpha,\beta,\theta^k}(x^{k-1}) = \Phi_{\alpha,\beta}(x^{k-1}),$$
by the minimizing property of $x^k$ for $\Phi_{\alpha,\beta,\theta_k}$. Now, we update $(A_k, x^k, \theta^k)$ by

$$x^k \leftarrow x_{\lambda 0}, \quad A_k \leftarrow \{i \in s : x^k_i \neq 0\}, \quad \theta^k \leftarrow \text{sign}(x^k)$$

and check equation (4.7). If fulfilled continue with step 5, otherwise increase $k$ by one and continue with step 3.

**Case 2** The preceding step of Step 3 is Step 2, i.e. $|K^*(Kx^{k-1} - y^\delta)|_{i^k_0} \geq \alpha$ and $x^{k-1}_{i^k_0} = 0$. The choice of $\theta^k_{i^k_0}$ implies

$$\text{sign}(\nabla \Phi_{\alpha,\beta,\theta_k}(x^{k-1}))_{i^k_0} = \text{sign}((K^*(Kx^{k-1} - y^\delta))_{i^k_0} + \alpha \theta^k_{i^k_0}) = -\theta^k_{i^k_0},$$

and moreover,

$$\nabla \Phi_{\alpha,\beta,\theta_k}(x^{k-1})|_{A^{k-1}} = 0.$$

Hence, the Taylor expansion of $\Phi_{\alpha,\beta,\theta_k}$ at $x^{k-1}$ yields that for $\tilde{x}$ near to $x^{k-1}$ with

$$0 > \Phi_{\alpha,\beta,\theta_k}(\tilde{x}) - \Phi_{\alpha,\beta,\theta_k}(x^{k-1})$$

$$= \nabla \Phi_{\alpha,\beta,\theta_k}(x^{k-1})_{i^k_0} (\tilde{x} - x^{k-1})_{i^k_0} + R$$

$$= \nabla \Phi_{\alpha,\beta,\theta_k}(x^{k-1})_{i^k_0} \tilde{x}_{i^k_0} + R,$$

which consequently implies

$$0 > -\theta^k_{i^k_0} \tilde{x}_{i^k_0} = \theta^k_{i^k_0} \implies \theta^k_{i^k_0} = \text{sign} \tilde{x}_{i^k_0}.$$

The minimizing property in Step 3, implies that $\Phi_{\alpha,\beta,\theta_k}(x^k) < \Phi_{\alpha,\beta,\theta_k}(x^{k-1})$, which further implies together with the convexity of $\Phi_{\alpha,\beta,\theta_k}$ that there exists a $\tilde{x}$ near to $x^{k-1}$ on the line from $x^{k-1}$ to $x^k$ such that $\Phi_{\alpha,\beta,\theta_k}(\tilde{x}) < \Phi_{\alpha,\beta,\theta_k}(x^{k-1})$. Consequently,

$$\text{sign}(x^k_{i^k_0}) = \theta^k_{i^k_0}.$$

Thus there can be a sign change for $x^{k-1}$ to $x^k$ only on a component other than $i^k_0$. Now, continue analogously to Case 1.

**Step 5** In this case, the following premises are fulfill: $(A_k, x^k, \theta^k)$ is consistent and the optimality condition (4.7) is fulfilled. Check (4.8). If fulfilled, stop, otherwise continue with Step 2.
From the strictly reducing property of the algorithm we know that every possible active set is attained at most once. This guarantees the convergence in finitely many steps. We observe that the reduction properties hold also for infinite-dimensional problems.

Before embarking on numerical results, let us briefly comment on the algorithmic part. In the RFSS, the active set changes only in a modest way, which enables efficient implementations of Step 3. The symmetric matrix in Step 3 changes only by one row and one column in almost every iteration. Therefore, it is advisable to use the Cholesky factorization to solve the equation because of its straightforward update and reduction in computational efforts.
Before we start numerical calculations we shortly note the design parameters of our ecosystem. All calculations are performed on an AMD Athlon 64 X2 dual core processor 3800+ equipped with a 64 bit Linux running Matlab release 2008a. There are some Matlab toolboxes, namely the Regularization Tools version 4.1 [30] and SPARCO version 1.2 [4], which are often used and cited in scientific articles. They form a common testing environment for inverse problems and sparsity related problems and are also used in the following. Further, we utilize implementations of different $\ell^1$ and elastic-net minimization algorithms:

- **IST, IHT:** Implemented by Dirk Lorenz, September 30, 2008.
- **RSSN, RFSS:** Implemented by Stefan Schiffler, December 14, 2009.
- **SSN, FSS:** We use RFSS with $\beta = 0$ (RSSN resp.).
- **GPSR:** GPSR Basic version 5.0 by Mario Figueiredo, Robert Nowak, Stephen Wright, December 4, 2007.

Having a different stopping criterion and different tolerance, the first problem is how to compare whether an algorithm converged or not. Therefore, we set all algorithms to deliver the most accurate result possible by choosing their tolerances as small as possible. After the algorithm has stopped or reached an upper bound for the number of iterations we check for convergence by means of the optimality condition (3.3) to ensure a fair
comparison between all used algorithms. An algorithm is considered to be convergent if for a given tolerance \( \varepsilon > 0 \) the output \( x \) fulfills
\[
|K^*(Kx - y) + \beta x + \alpha \text{sign}(x)|_i < \varepsilon, \quad x_i \neq 0
\]
\[
|K^*(Kx - y) + \beta x|_i - \alpha < \varepsilon, \quad x_i = 0
\]
for every component \( x_i \) of \( x \).

We do not compare the residuals of the minimizers with the true signals since we do not want to show the qualitative properties of \( \ell^1 \) minimization, for this information we refer to [18, 26, 27, 38, 55]. Instead we want to find out how to obtain a highly accurate \( \ell^1 \) minimizer in the above sense, i.e. a minimizer fulfilling the equations 5.1 for small values of \( \varepsilon \).

### 5.1 Basis learning in mass spectrometry

The problem initiating our interest to stabilize algorithms for \( \ell^1 \) minimization came from mass spectrometry. We have published the results in [1]. For our example problem in mass spectrometry, we are not interested in the distribution of proteins or molecules but only in the decision whether a spectrum has a certain property or not. For example, we are facing two possible classes of tissue, cancerous and healthy, and we want to decide to which of these classes a new given sample corresponds. The idea traced in [1] is to determine prototype spectra for each of the classes followed by determination of the characteristic peaks. Due to the size of real world spectra, here we use simulated data with spectra of length 110 (figure 5.1.1).

In our setting we use 50 spectra of 2 classes each with 20% noise and spuriously added peaks. The determination of prototype spectra can be done by applying basis learning procedures, in this case the one proposed in [37]. It starts with an initial guess for prototype spectra written to the columns of a matrix \( K \). Afterwards, it iteratively minimizes the \( \ell^1 \) functional \( \Psi_\alpha \) for each given spectrum, resulting in coefficients \( x \) for each spectrum, and then optimizes the prototype spectra using a Newton search. The output of this method is a collection of optimized prototype spectra. For a closer discussion on this method and the quality of the output we refer to [1].

The basis learning comprises \( \ell^1 \) minimization, choosing the parameter \( \alpha \) by hand to be \( \alpha = 10 \). While first results where promising (figure 5.1.2) we were facing the fact that \( \ell^1 \) minimization struggled with rank-deficient matrices or such with highly correlated columns. We ran the procedure on
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Figure 5.1.1: 50 simulated mass spectra of length 110 (each column is one spectrum) representing 2 classes, ill and healthy.

Figure 5.1.2: Automatically learned prototype spectra (each column corresponds to one spectrum prototype).
100 simulated noisy datasets and obtained that the FSS failed to converge for 52 cases. Here, the algorithm is considered to be failed to converge if condition (5.1) is not fulfilled with a tolerance of $\varepsilon = 10^{-10}$ after a maximal number of 10000 iterations. We shall mention that the number of iterations has never been reached, instead the algorithm always stopped after less than 500 iterations for one of the three reasons:

1. it converged,
2. it produced NaN results,
3. it hang in a loop inserting an index into the active set and immediately removing the same index.

The problems can be ascribed to numerical problems in solving the linear equation for the next iterate, i.e. in step 3 of the RFSS for $\beta = 0$. In step 3, the RFSS needs to invert a submatrix of $K^\ast K$ which turns out to be numerically instable for this example. Hence, the resulting next iterate contains NaN entries or does not fulfill the stopping criterion of the RFSS despite of the correct active set.

As described in the introduction to the elastic net, we used a regularization technique to attenuate the numerical troubles, i.e. choosing $\beta > 0$. Repeating the above experiment, using the elastic net with $\beta = 10^{-6}$, resulted in a higher success rate. The results are summarized in table 5.1. We can see that the tolerance for accepting the minimizer does not play an important role for the result since increasing it to $\varepsilon = 10^{-5}$ does not affect the result.

While these results were obtained only for the FSS, we compare different algorithms for several ill-conditioned problems in the next sections. It was the starting point for exploring numerical difficulties for $\ell^1$ algorithms.
5.2 Rank-deficient operators

To demonstrate difficulties of $\ell^1$-minimization algorithms with problems comprising rank-deficient operators, we take an example already mentioned in the introduction for mass spectrometry: Extraction of peak clusters from mass spectra. Since real-world mass spectra have an enormous length and hence lead to huge problem size and extensive computation time we restrict ourself to a simulation. We simulate signals of length 1024 as a linear combination of cluster prototypes. Our test signal $x_0$ contains $\delta$-peaks at positions 63, 67, 373, 567, 1013 with the corresponding peak heights of 5, 4, 2, 9, 3 (figure 5.2.1). This signal is usually unknown and it is the objective to extract it from measurements. The measurement results are typically blurred which we model by convolution with a Gaussian kernel $K$ (using "opConvolution1d" from the SPARCO toolbox with $\sigma = 2$ sampled on 9 positions). Finally, we add noise with a noise level of 20% resulting in the final measurement $y^\delta$ (figure 5.2.2). The negative values in this simulation appear also in real-world datasets after a baseline correction. Since we have the prior knowledge that the signal we are looking for consists of a
linear combination of peak-patterns, we setup a dictionary as follows: We use a basis of $\delta$ peaks and add all possible patterns of up to four peaks out of the five peaks used to build our sample data but each peak normalized to unit height. The corresponding synthesis operator is called $S$. As described in the introduction, using the blurred dictionary elements as columns of the operator $K$, we should be able to extract, or approximate the true signal, by solving $Kx = y^\delta$ and obtaining $x_0 = Sx$. Since $K$ is rank-deficient the solution can not be expected to be unique. For the problem depends on the noise, all numerical results are obtained as the mean over 100 runs. Corresponding to the parameter choice section, we should select $\alpha \in [0, \max_{i \in \mathbb{N}} |K^* y^\delta|_i ]$. For convenience, we use the following choices for $\alpha$, where $m := \max_{i \in \mathbb{N}} |K^* y^\delta|_i$: $\frac{m}{4}$, $\frac{m}{12}$, $\frac{m}{20}$. For applying the elastic net, we choose $\beta = 10^{-15}$.

Table 5.2 summarizes the results in terms of how often in the 100 experiments the algorithms converged. Here, we used 10000 as the upper bound for the number of iterations and we used tolerances of $\varepsilon \in \{10^{-15}, 10^{-10}, 10^{-8}\}$ for the convergence condition (5.1). We can summarize for the IST that it always stops, i.e. the update during the fixed-point iteration is zero, but the optimality condition is usually fulfilled only for $\varepsilon > 10^{-8}$. Changing the stopping criterion to the optimality condition does not make sense, because the update of the iteration is 0. The IHT shows a convergence like behavior but even after 500000 iterations the optimality condition was not fulfilled. Considering the GPSR the demand of high accuracy seems to influence the stopping behavior, also it does not stop it often fulfills our convergence criteria for a tolerance of about $\varepsilon = 10^{-10}$. Last but not least the FSS gives the most satisfactory results since it converges more often than all other $\ell^1$ methods and simultaneously fulfills the convergence criteria up to the smallest tolerance. Still, the FSS does not converge for a major part of the experiments. For big values of $\alpha$ the ill conditioning of the operator seems not to penetrate the linear equation in the update step of the FSS, since it is solved only on small active sets. Increasing $\alpha$, and hence the active sets, this equation becomes more problematic. Correspondingly, the number of accepted minimizers decreases for increased $\alpha$ values. Applying the elastic net leads to better results in the sense that convergence can be achieved independent from the choice of $\alpha$. The RFSS always converged for $\beta = 10^{-15}$, satisfying the smallest tolerance on the convergence condition (5.1), within a few iterations.
<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Algorithm</th>
<th>Stopped</th>
<th>Iterations</th>
<th>Time (ms)</th>
<th>( \varepsilon = 10^{-15} )</th>
<th>( \varepsilon = 10^{-10} )</th>
<th>( \varepsilon = 10^{-8} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{m}{4} )</td>
<td>IST</td>
<td>85</td>
<td>2978</td>
<td>1044</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IHT</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>GPSR</td>
<td>4</td>
<td>184.5</td>
<td>82.3</td>
<td>37</td>
<td>73</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>FSS</td>
<td>100</td>
<td>5.1</td>
<td>1.3</td>
<td>98</td>
<td>98</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td>RFSS</td>
<td>100</td>
<td>5.3</td>
<td>1.4</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>( \frac{m}{12} )</td>
<td>IST</td>
<td>100</td>
<td>1474.5</td>
<td>517.3</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>IHT</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>GPSR</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>35</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>FSS</td>
<td>100</td>
<td>12</td>
<td>4.2</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>RFSS</td>
<td>100</td>
<td>27.1</td>
<td>8.4</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>( \frac{m}{20} )</td>
<td>IST</td>
<td>100</td>
<td>2143.1</td>
<td>751.2</td>
<td>0</td>
<td>0</td>
<td>36</td>
</tr>
<tr>
<td>IHT</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>GPSR</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>41</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>FSS</td>
<td>100</td>
<td>13.1</td>
<td>3.9</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>RFSS</td>
<td>100</td>
<td>27.6</td>
<td>8.6</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Comparison of \( \ell^1 \) algorithms vs. RFSS. We state how often the algorithms stopped within 10000 iterations for 100 experiments, the mean number of iterations and time (in milliseconds) until stop and how often our convergence criterion has been fulfilled with the specified tolerance \( \varepsilon \).
The elastic-net minimizers always fulfilled the convergence condition for $\ell^1$ minimization, i.e. (5.1) with $\beta = 0$, with the tolerance level $\varepsilon = 10^{-10}$. Choosing $\beta = 10^{-16}$ we also found that the elastic-net minimizers always fulfilled the convergence condition for $\ell^1$ minimization also for the tolerance level $\varepsilon = 10^{-15}$, still having the same characteristics as in table 5.2. That means that the elastic-net minimizer is a more accurate minimizer of the $\ell^1$ functional than the minimizers calculated directly by $\ell^1$ algorithms. This effect can be assigned to the ill conditioning of $K$.

We can conclude from this experiment that the elastic net is able to overcome the numerical troubles resulting in as accurate $\ell^1$ minimizers as the tested $\ell^1$ algorithms itself, sometimes even more accurate.

Next, we analyze the impact of $\beta$ to the results in terms of sparsity. Therefore, we use a fixed $\alpha = \frac{m}{4}$ (resp. $\alpha = \frac{m}{8}$) and increase $\beta$ successively. Figure 5.2.3 shows that for a small value of $\beta$ the sparsity of the minimizer is not affected compared to the $\ell^1$ minimizer. In fact, the support of the minimizers coincide.

### 5.3 Sudoku

This application is based on the article [2]. Beside its sportive purpose the Sudoku is an example for compressed sensing. Before explaining the relation between the Sudoku game and compressed sensing we state the Sudoku problem.

Let $n \in \mathbb{N}$, then a Sudoku is a matrix of size $n^2 \times n^2$ (cf. figure 5.3.1) containing the numbers $\{1 \ldots n^2\}$ such that

- in every row each number is contained exactly once,
- in every column each number is contained exactly once,
- dividing the matrix into boxes of size $n \times n$ every box contains each number exactly once.

We assume that we are given only a few pre-specified matrix entries (clues) such that there exists a unique Sudoku with these entries. We now want to rewrite the problem of finding the full Sudoku as a linear equation. The first step is a binary representation of the numbers $\{1 \ldots n^2\}$ by means of the corresponding standard basis vector $i \mapsto e_i \in \mathbb{R}^{n^2}$. Applying this encoding, we can write a Sudoku matrix row wise as a vector in $\{0, 1\}^{n^6}$ where empty
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Figure 5.2.3: Impact of $\beta$ on the sparsity of the minimizer. Top: For $\alpha = \frac{m}{4}$. Bottom: For $\alpha = \frac{m}{8}$

Figure 5.3.1: A sample Sudoku game.
cells are encoded as a 0 vector of length $n^2$. Equipped with this encoding of Sudoku matrices as a vector we can think on how to incorporate the Sudoku constraints into a linear equation.

We start with the statement "The first row has to contain the number 1 exactly once". If we take an empty Sudoku matrix and insert the number 1 in every cell of the first row and then encode it, an encoded Sudoku $x$ should fulfill

$$\begin{pmatrix} 10 \ldots 0 \ldots 10 \ldots 0 \ldots 0 \ldots 0 \end{pmatrix}_{\text{length } n^2} \begin{pmatrix} 10 \ldots 0 \ldots 10 \ldots 0 \ldots 0 \ldots 0 \end{pmatrix}_{\text{length } n^2 \times \text{length } n^4 \cdot (n^2 - 1)} \cdot x = 1.$$

Here, each block of length $n^2$ corresponds to the encoded number in a cell of the Sudoku matrix by means of the standard basis vectors. Since we have the number 1 everywhere in the first row, the first $n^2$ blocks consist of $e_1 \in \mathbb{R}^{n^2}$. If the correlations with $x$ was not 1, this would mean that $x$ has the number 1 not exactly once in the first row, which is a contradiction to the assumption that $x$ is a Sudoku. Analogously, for the statement "The first row has to contain the number 2 exactly once" we have

$$\begin{pmatrix} 010 \ldots 0 \ldots 010 \ldots 0 \ldots 0 \ldots 0 \end{pmatrix}_{\text{length } n^2} \begin{pmatrix} 010 \ldots 0 \ldots 010 \ldots 0 \ldots 0 \ldots 0 \end{pmatrix}_{\text{length } n^2 \times \text{length } n^4 \cdot (n^2 - 1)} \cdot x = 1.$$

Hence, the requirement "The first row has to contain every number exactly once" can be expressed via the equations

$$\begin{pmatrix} \text{id}_{n^2 \times n^2} \ldots \text{id}_{n^2 \times n^2} \cdot 0_{n^2 \times n^4(n^2 - 1)} \end{pmatrix}_{\text{n}^2 \text{ times}} \cdot x = 1_{n^2 \times 1}.$$

Consequently, the whole row constraint "Every row has to contain every number exactly once" corresponds to

$$\begin{pmatrix} \text{id}_{n^2 \times n^2} \ldots \text{id}_{n^2 \times n^2} \cdot 0 \ldots \text{id}_{n^2 \times n^2} \ldots \text{id}_{n^2 \times n^2} \end{pmatrix} x = 1_{n^4 \times 1}.$$

Remember that every row of this matrix corresponds to an encoded Sudoku matrix where the corresponding number is contained all over one row while
all other entries are zero. This principle can be also applied to the column constraints "Every column has to contain every number exactly once":

\[
\begin{pmatrix}
\text{id}_{n^2 \times n^2} & 0_{n^2 \times n^4 - n^2} & \ldots & \text{id}_{n^2 \times n^2} & 0 \\
\ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \text{id}_{n^2 \times n^2} & 0_{n^2 \times n^4 - n^2} & \ldots & \text{id}_{n^2 \times n^2}
\end{pmatrix}
\]

\[x = 1_{n^4 \times 1}\]

and similarly to the box constraints "Every box has to contain every number exactly once". Note that a solution to the equation systems may contain other components than \{0, 1\}, hence the equation system is not equivalent to solving a Sudoku.

For the equation system consisting of the collection of all those constraints it has been shown in [2] that

- every encoded Sudoku is a solution (since together with the Sudoku constraints it fulfills the equations),

- every solution has at least \(n^4\) non-zero components (since the constraints ensure that every Sudoku cell (i.e. every \(n^2\) block of \(x\) has to contain at least one number),

- every solution with \(n^4\) non-zero entries is an encoded Sudoku (Since the equations are fulfilled with \(n^4\) non-zero entries and every Sudoku cell has to contain a number we have that every Sudoku cell contains exactly one number. Finally the equations ensure that the Sudoku constraints are fulfilled).

For our initial problem we need to incorporate the clues to our equations system using the same principle as before: For every clue take an empty Sudoku matrix, insert a clue and encode it. The correlation with \(x\) has to be 1. By our assumptions, adding these clues to the equation system ensures that there exists exactly one solution with \(n^4\) non-zero entries. Combining all constraints into the operator \(K\), solving the Sudoku means finding the sparsest solution of the equation system

\[Kx = 1.\]

We shall mention that this type of matrices also appear in compressed sensing, since the right hand side of the equation can be considered as a
measurement of the given Sudoku correlated with vectors. In this sense, $K$ is the sensing matrix.

Note that in [2] they add the additional and redundant constraints that every cell in the Sudoku must contain a value. In that case $\ell^1$ as well as elastic-net algorithms do work. In our case, i.e. without these additional constraints, using the Sudoku in figure 5.3.1, $\ell^1$ minimization fails independent of the tested algorithms. In contrast, the elastic net with $\beta = 10^{-13}$ does converge resulting in the correct solution.

5.4 Ill-conditioned operators

In this section, we take a closer look on ill-conditioned operators where we use the blur example from the Regularization Tools toolbox. We choose a sample size of 50 which creates a $50 \times 50$ pixel sample image $x_0$ with about 26% non-zero entries (Figure 5.4.1) and a blur operator $A$. We simulate a measurement $y^\delta$ via the equation $y^\delta = Ax_0 + \text{noise}$ where the noise level is 5% (Figure 5.4.1), i.e. denoting the noise by $\eta$ we have $\|\eta\| = 0.05 \cdot \|y\|$.

We use a dictionary build of the pixel basis and a unit-normed row-wise heavy-side basis, i.e. for every row the images having pixels 1 to $j$, $j = 1 \ldots 50$ set to 1 form a basis vector (after normalization). In this
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Figure 5.4.2: Different reconstructions of the blur example using $\ell^1$ methods stopped after 10000 iterations.

dictionary every row of the image matrix can be represented in at most 4 basis vectors.

Choosing $\alpha = 10^{-4}$ by hand and applying $\ell^1$ minimization comprises troubles as in the former experiments. The FSS does not converge, the IHT, IST and GPSR converge very slowly, after 10000 iterations our convergence criteria (5.1) is violated for $\varepsilon = 10^{-4}$ (Figure 5.4.2). Using RFSS with a value of $\beta = 10^{-18}$ leads to convergence within 611 iterations. This elastic-net minimizer also fulfills the convergence condition for the $\ell^1$ functional, i.e. $\beta = 0$, with a tolerance of $\varepsilon = 10^{-14}$. Using the following path-following strategy [32], we were able to finally obtain an $\ell^1$ minimizer within a total of 612 iterations which had an accuracy of $10^{-15}$ w.r.t. $\ell^1$ minimization.

Step 1: Select $\alpha, \beta$

Step 2: Minimize $\Phi_{\alpha, \beta}$

Step 3: Stop if the convergence criteria (5.1) for $\ell^1$ minimization (i.e. with $\beta = 0$) is fulfilled for a pre-specified tolerance $\varepsilon$, otherwise update $\beta \leftarrow \frac{\beta}{2}$ and continue at step 2.

This algorithm is motivated by theorem 4.2.6 on the stability of elastic-net minimizers with respect to $\alpha$ and $\beta$, as well as the propositions thereafter.
Figure 5.4.3: The elastic-net minimizer (left) of the blur example and the \( \ell^1 \) minimizer (right) obtained via path following.

Figure 5.4.3 displays the output of the elastic-net minimizer and the \( \ell^1 \) minimizer obtained via path following.
Recall that we consider a Hilbert space $\mathcal{H}$ and a bounded linear operator $K \in L(\ell^2, \mathcal{H})$. Having $y \in R(K)$ we assume that $Kx = y$ has a sparse solution $x^\dagger$ and we denote $I = \text{supp}(x^\dagger)$, $P_I^*: \ell^2(I) \rightarrow \ell^2$ the embedding and $K_I = KP_I^*$. $y^\delta$ is a noisy observation of $y$ with $\eta = y^\delta - y$ and $\delta = \|\eta\|_{\mathcal{H}}$. In this chapter, we require $K$ to be injective, where this requirement can be replaced by the assumption that only $K_I = K(P_I^*)$ is injective. However, this replacement does not contribute to the understanding of the key-results of this chapter but complicates the proofs and hence is not considered.

For $\ell^1$ minimization, Tropp [52, 53] established parameter-choice rules which – if they can be fulfilled – guarantee the exact recovery of the support, i.e. the support of the minimizer of the $\ell^1$ functional

$$\Psi_\alpha = \frac{1}{2}\|Kx - y^\delta\|^2_{\mathcal{H}} + \alpha\|x\|_{\ell^1}$$

coincides with those of $x^\dagger$. In this chapter Tropp’s results are transferred to the elastic-net functional

$$\Phi_{\alpha,\beta} = \frac{1}{2}\|Kx - y^\delta\|^2_{\mathcal{H}} + \alpha\|x\|_{\ell^1} + \frac{1}{2}\beta\|x\|^2_{\ell^2}.$$ 

We shall mention that Tropp listed this transfer as ”valuable to study“ in the discussion section of his paper ”Just Relax“ [52]. After the transfer, we show how the established parameter-choice rules can be applied to concrete problems giving a parameter-choice recipe. In the end of this chapter, we demonstrate the applicability of the parameter-choice rules for an example problem from mass spectrometry. The results of this chapter can also be found in [39, 49].
6.1 Parameter-choice rules

In equation (4.1) we have redrafted the elastic-net functional $\Phi_{\alpha,\beta}$ as an $\ell^1$ functional via

$$\Phi_{\alpha,\beta}(x) = \frac{1}{2} \left\| \left( K \sqrt{\beta} \text{id} \right) x - \left( \begin{array}{c} y^\delta \\ 0 \end{array} \right) \right\|_{\mathcal{H} \times \ell^2}^2 + \alpha \|x\|_{\ell^1}.$$ 

This section states the parameter-choice results of Tropp [52, 53] for exact recovery for this redrafted functional and modifies them for, what we consider, better applicability. The respective problems are discussed at due position.

We start with the first result of Tropp which reads in our setting applied to the redrafted the elastic-net functional:

**Proposition 6.1.1.** [53, Lemma 2] Let $\mathcal{H}$ be a Hilbert space, $K \in L(\ell^2, \mathcal{H})$ injective, $y \in R(K)$ and $x^\dagger$ the sparse solution of $Kx = y$. Further, let $y^\delta$ be a noisy observation of $y$ and $\alpha, \beta \geq 0$. We denote $I = \text{supp}(x^\dagger)$ and $x_I^{\alpha,\beta} = \text{argmin}_{\text{supp}(x) \subset I} \Phi_{\alpha,\beta}(x)$. The implicit parameter rule

$$\alpha > \sup_{i \in I^c} \left| \langle \left( \frac{K}{\sqrt{\beta}} \text{id} \right) x_I^{\alpha,\beta} - \left( \begin{array}{c} y^\delta \\ 0 \end{array} \right), \left( \frac{K}{\sqrt{\beta}} \text{id} \right) e_i \rangle_{\mathcal{H} \times \ell^2} \right|$$

ensures that the support of the minimizer of the elastic-net functional $\Phi_{\alpha,\beta}$ is contained in $I$.

The parameter rule in proposition 6.1.1 can be simplified in the following way. By the definition of $x_I^{\alpha,\beta}$ in the assumptions of proposition 6.1.1 we have that $\text{supp}(x_I^{\alpha,\beta}) \subset I$ leading for $i \in I^c$ to

$$\langle \left( \frac{K}{\sqrt{\beta}} \text{id} \right) x_I^{\alpha,\beta} - y^\delta, \frac{K}{\sqrt{\beta}} e_i \rangle_{\mathcal{H} \times \ell^2} = \langle Kx_I^{\alpha,\beta} - y^\delta, K e_i \rangle_{\mathcal{H}} + \langle \beta x_I^{\alpha,\beta}, e_i \rangle_{\ell^2}$$

Thus, the above proposition can be formulated as follows, we state the proof for the sake of completeness.
Proposition 6.1.2. [53, Lemma 2] Let $\mathcal{H}$ be a Hilbert space, $K \in L(\ell^2, \mathcal{H})$ injective, $y \in R(K)$ and $x^\dagger$ the sparse solution of $Kx = y$. Further, let $y^\delta$ be a noisy observation of $y$ and $\alpha, \beta \geq 0$. We denote $I = \text{supp}(x^\dagger)$ and $x^{\alpha,\beta}_I = \text{argmin}_{\text{supp}(x) \subseteq I} \Phi_{\alpha,\beta}(x)$. The implicit parameter rule

$$\alpha > \sup_{i \in I^c} |\langle Kx^{\alpha,\beta}_I - y^\delta, Ke_i \rangle_{\mathcal{H}}|$$

ensures that the support of the minimizer of the elastic-net functional $\Phi_{\alpha,\beta}$ is contained in $I$.

Proof. The idea of this proof is to show that for small $h \in \ell^2$, $h \neq 0$ there holds

$$\Phi_{\alpha,\beta}(x^{\alpha,\beta}_I + h) - \Phi_{\alpha,\beta}(x^{\alpha,\beta}_I) > 0,$$

which results in $x^{\alpha,\beta}_I$ being a local minimizer of $\Phi_{\alpha,\beta}$. Together with the strict convexity of $\Phi_{\alpha,\beta}$ this guarantees that $x^{\alpha,\beta}_I$ is the global minimizer. The definition of $x^{\alpha,\beta}_I$ then ensures that the support of the minimizer of $\Phi_{\alpha,\beta}$ is contained in $I$.

Note that the support of $x^{\alpha,\beta}_I$ is a subset of the finite set $I$ and hence $x^{\alpha,\beta}_I \in \ell^1$. Thus, for $h \in \ell^2 \setminus \ell^1$ we have that $x^{\alpha,\beta}_I + h \notin \ell^1$, i.e. $\|x^{\alpha,\beta}_I + h\|_{\ell^1} = \infty$ and since $\alpha > 0$ it follows that $\Phi_{\alpha,\beta}(x^{\alpha,\beta}_I + h) = \infty$. From $\Phi_{\alpha,\beta}(0) = \frac{1}{2}\|y^\delta\|_{\mathcal{H}}^2 < \infty$ it is clear that the minimizing property of $x^{\alpha,\beta}_I$ ensures that $\Phi_{\alpha,\beta}(x^{\alpha,\beta}_I) < \infty$ which leads to $\Phi_{\alpha,\beta}(x^{\alpha,\beta}_I + h) - \Phi_{\alpha,\beta}(x^{\alpha,\beta}_I) = \infty > 0$. Thus, we restrict ourself to $h \in \ell^1$.

Splitting $h$ into the components $h = h_I + h_{I^c}$ with $\text{supp}(h_I) \subseteq I$ and $\text{supp}(h_{I^c}) \subseteq I^c$ allows us to reformulate $\Phi_{\alpha,\beta}(x^{\alpha,\beta}_I + h) - \Phi_{\alpha,\beta}(x^{\alpha,\beta}_I)$ equivalently as

$$\Phi_{\alpha,\beta}(x^{\alpha,\beta}_I + h) - \Phi_{\alpha,\beta}(x^{\alpha,\beta}_I) = \Phi_{\alpha,\beta}(x^{\alpha,\beta}_I + h_I) - \Phi_{\alpha,\beta}(x^{\alpha,\beta}_I) + \frac{1}{2}\|Kh_{I^c}\|_{\mathcal{H}}^2 + \text{Re}\langle Kx^{\alpha,\beta}_I - y^\delta, Kh_{I^c} \rangle_{\mathcal{H}} + \text{Re}\langle Kh_I, Kh_{I^c} \rangle_{\mathcal{H}} + \alpha\|h_{I^c}\|_{\ell^1} + \frac{\beta}{2}\|h_{I^c}\|_{\ell^2}.$$
\( \Phi_{\alpha,\beta}(x_I^{\alpha,\beta} + h_I) - \Phi_{\alpha,\beta}(x_I^{\alpha,\beta}) > 0 \) allowing us to estimate

\[
\Phi_{\alpha,\beta}(x_I^{\alpha,\beta} + h) - \Phi_{\alpha,\beta}(x_I^{\alpha,\beta}) > \Re \langle Kx_I^{\alpha,\beta} - y^\delta, Kh_I^c \rangle_H + \Re \langle Kh_I, Kh_I^c \rangle_H + \alpha \|h_I^c\|_{\ell^1}
\]
\[
\geq \alpha \|h_I^c\|_{\ell^1} - \|\langle Kx_I^{\alpha,\beta} - y^\delta, Kh_I^c \rangle_H \| - \|\langle Kh_I, Kh_I^c \rangle_H \|.
\]  

For further estimation of the first scalar product, we utilize the basis expansion of \( h \) to see that

\[
Kh_I^c = \sum_{i \in I^c} h_i Ke_i.
\]

Using the linearity of the scalar product followed by the Hölder inequality allows us to estimate

\[
\|\langle Kx_I^{\alpha,\beta} - y^\delta, Kh_I^c \rangle_H \| \leq \sum_{i \in I^c} |h_i| \|\langle Kx_I^{\alpha,\beta} - y^\delta, Ke_i \rangle_H \| \leq \|h_I^c\|_{\ell^1} \sup_{i \in I^c} |\langle Kx_I^{\alpha,\beta} - y^\delta, Ke_i \rangle_H |.
\]

The second scalar product in (6.3) can be estimated by

\[
\|\langle Kh_I, Kh_I^c \rangle_H \| \leq \|K^* Kh_I\|_{\ell^\infty} \|h_I^c\|_{\ell^1}.
\]

Plugging both estimates into equation (6.3) we continue the estimation by

\[
\Phi_{\alpha,\beta}(x_I^{\alpha,\beta} + h) - \Phi_{\alpha,\beta}(x_I^{\alpha,\beta}) > \|h_I^c\|_{\ell^1} (\alpha - \sup_{i \in I^c} |\langle Kx_I^{\alpha,\beta} - y^\delta, Ke_i \rangle_H | - \|K^* Kh_I\|_{\ell^\infty}).
\]

Since it suffices to proof that \( x_I^{\alpha,\beta} \) is a local minimizer we can restrict \( h \) to have \( \|h\|_{\ell^1} \) arbitrarily small. For \( K \) is bounded this implies that \( \|K^* Kh_I\|_{\ell^\infty} \) can be scaled to arbitrary small values. Hence, condition (6.2) is fulfilled if

\[
\alpha > \sup_{i \in I^c} |\langle Kx_I^{\alpha,\beta} - y^\delta, Ke_i \rangle_H |.
\]

This proposition provides a rule on \( \alpha \) which is hard to check a priori since it involves the knowledge of \( x_I^{\alpha,\beta} \) and \( I \). The dependence of \( x_I^{\alpha,\beta} \) on \( \alpha \) makes it an implicit rule. Tropp [52, 53] continues with a result on the \( \ell^1 \) functional which reads in our infinite dimensional setting as follows.
Proposition 6.1.3. [52, Corollary 7] Let $\mathcal{H}$ be a Hilbert space, $K \in L(\ell^2, \mathcal{H})$ injective, $y \in \mathcal{R}(K)$ and $x^\dagger$ the sparse solution of $Kx = y$. Further, let $y^\delta$ be a noisy observation of $y$ and $\eta = y^\delta - y$. We denote $I = \text{supp}(x^\dagger)$, $P_I^* : \ell^2(I) \to \ell^2$ the canonical embedding and $K_I = KP_I^*$. If
\[
\sup_{i \in I^c} \|K_I^* K e_i\|_{\ell^1(I)} < 1
\]
the parameter rule
\[
\alpha > \frac{\sup_{i \in I^c} |\langle (\beta \text{id}_I + K_I^* K_I)^{-1} K_I^* K e_i, P_{\perp} \delta \rangle_{\mathcal{H} \times \ell^2}|}{1 - \sup_{i \in I^c} \|K_I^* K e_i\|_{\ell^1(I)}}
\]
ensures that the support of the minimizer of the $\ell^1$ functional $\Psi_\alpha$ is contained in $I$.

Using the redrafted elastic-net functional given in equation (4.1) and denoting by $P_{\perp}$ the projection onto $R\left(\frac{K_I}{\sqrt{\beta \text{id}_I}}\right)^\perp$ leads to the following version of proposition 6.1.3 for the elastic net.

Proposition 6.1.4. [52, Corollary 7] Let $\mathcal{H}$ be a Hilbert space, $K \in L(\ell^2, \mathcal{H})$, $K$ injective or $\beta > 0$, $y \in \mathcal{R}(K)$ and $x^\dagger$ the sparse solution of $Kx = y$. Further, let $y^\delta$ be a noisy observation of $y$ and $\eta = y^\delta - y$. We denote $I = \text{supp}(x^\dagger)$, $P_I^* : \ell^2(I) \to \ell^2$ the canonical embedding and $K_I = KP_I^*$. If
\[
\sup_{i \in I^c} \|((\beta \text{id}_I + K_I^* K_I)^{-1} K_I^* K e_i\|_{\ell^1(I)} < 1
\]
the parameter rule
\[
\alpha > \frac{\sup_{i \in I^c} |\langle (\beta \text{id}_I + K_I^* K_I)^{-1} K_I^* K e_i, P_{\perp} \delta \rangle_{\mathcal{H} \times \ell^2}|}{1 - \sup_{i \in I^c} \|((\beta \text{id}_I + K_I^* K_I)^{-1} K_I^* K e_i\|_{\ell^1(I)}}
\]
ensures that the support of the minimizer of the elastic-net functional $\Phi_{\alpha, \beta}$ is contained in $I$. 

The projection $P_\perp$ is hard to evaluate for a general operator $K$ since
\[
R\left(\frac{K_I}{\sqrt{\beta}P_I^*}\right)\perp = \{x \in \mathcal{H} \times \ell^2 : \langle x, \left(\frac{K_I}{\sqrt{\beta}P_I^*}\right)y\rangle_{\mathcal{H} \times \ell^2} = 0, y \in \ell^2(I)\}
\]
\[
= \{(x_1, x_2) \in \mathcal{H} \times \ell^2 : \langle x_1, K_I y \rangle_{\mathcal{H}} + \langle x_2, \sqrt{\beta}P_I^* y\rangle_{\ell^2} = 0, y \in \ell^2(I)\}.
\]

However, we prove the following, similar result.

**Proposition 6.1.5.** Let $\mathcal{H}$ be a Hilbert space, $K \in L(\ell^2, \mathcal{H})$ injective, $y \in R(K)$ and $x^\dagger$ the sparse solution of $K x = y$. Further, let $y^\delta$ be a noisy observation of $y$ and $\eta = y^\delta - y$. We denote $I = \text{supp}(x^\dagger)$, $x_I^{\alpha, \beta} = \text{argmin}_{\text{supp}(x) \subseteq I} \Phi_{\alpha, \beta}(x)$, $P_I^* : \ell^2(I) \to \ell^2$ the canonical embedding and $K_I = KP_I^*$. If
\[
\sup_{i \in I^c} \|K_I^\dagger K e_i\|_{\ell^1(I)} < 1 \tag{6.4}
\]
the implicit parameter rule
\[
\alpha > \frac{\sup_{i \in I^c} |\langle \eta, P_{R(K_I)^\perp} K e_i \rangle_{\mathcal{H}}| + \beta \|x_I^{\alpha, \beta}\|_{\ell^\infty} \sup_{i \in I^c} \|K_I^\dagger K e_i\|_{\ell^1(I)}}{1 - \sup_{i \in I^c} \|K_I^\dagger K e_i\|_{\ell^1(I)}}
\]
ensures that the support of the minimizer of the elastic-net functional $\Phi_{\alpha, \beta}$ is contained in $I$.

**Proof.** We continue the proof of the preceding theorem. By the definition of $x_I^{\alpha, \beta}$ and from the optimality condition, we know that $-K_I^\dagger (K_I P_I x_I^{\alpha, \beta} - y^\delta) \in \alpha \text{Sign}(P_I x_I^{\alpha, \beta}) + \beta P_I x_I^{\alpha, \beta}$. Multiplying both sides by $(K_I^* K_I)^{-1}$ we see its equivalence to $-P_I x_I^{\alpha, \beta} + K_I^\dagger y^\delta \in \alpha (K_I^* K_I)^{-1} \text{Sign}(P_I x_I^{\alpha, \beta}) + \beta (K_I^* K_I)^{-1} P_I x_I^{\alpha, \beta}$ and hence, with a suitable $g \in \text{Sign}(P_I x_I^{\alpha, \beta})$ we have
\[
K x_I^{\alpha, \beta} - y^\delta = K_I (P_I x_I^{\alpha, \beta} - K_I^\dagger y^\delta) + (K_I K_I^\dagger y^\delta - y^\delta)
\]
\[
= -\alpha (K_I^*)^\dagger g - \beta (K_I^*)^\dagger P_I x_I^{\alpha, \beta} + (K_I K_I^\dagger y^\delta - y^\delta).
\]

In this formula, we can use the fact that $K_I K_I^\dagger y^\delta = P_{R(K_I)} y^\delta$ and $y = K_I P_I x^\dagger \in R(K_I)$ to find
\[
K_I K_I^\dagger y^\delta - y^\delta = -P_{R(K_I)^\perp} y^\delta = -P_{R(K_I)^\perp} (y^\delta - y) = -P_{R(K_I)^\perp} \eta.
\]
Equipped with these equalities, we further estimate condition (6.1) component wise for each $i \in I^c$

$$\langle Kx_I^{\alpha,\beta} - y^\delta, Ke_i \rangle_H \leq \alpha \langle g, K^+_I Ke_i \rangle_{\mathcal{E}(I)} + \beta \langle P_I x_I^{\alpha,\beta}, K^+_I Ke_i \rangle_{\mathcal{E}(I)} + \langle P_{R(K)}^+ \eta, Ke_i \rangle_H$$

$$\leq \|P_{R(K)}^+ \eta, Ke_i \|_H + \alpha \|K^+_I Ke_i\|_{\ell^1(I)} + \beta \|x_I^{\alpha,\beta}\|_{\ell^\infty} \|K^+_I Ke_i\|_{\ell^1(I)}$$

where we used the Hölder inequality and $\|g\|_{\ell^\infty} \leq 1$.

Now, using assumption (6.4), condition (6.1) is in force, whenever

$$\alpha > \frac{\sup_{i \in I^c} \langle \eta, P_{R(K)}^+ Ke_i \rangle_H + \beta \|x_I^{\alpha,\beta}\|_{\ell^\infty} \sup_{i \in I^c} \|K^+_I Ke_i\|_{\ell^1(I)}}{1 - \sup_{i \in I^c} \|K^+_I Ke_i\|_{\ell^1(I)}}.$$

We still follow the footsteps of Tropp [52,53] establishing an upper bound for the selection of $\alpha$ which guarantees the equity of the supports of the minimizer of the elastic-net functional $\Phi_{\alpha,\beta}$ and $x^\dagger$. Tropp’s results for $\ell^1$ minimization transcribed to our setting yields the next results on $\ell^1$ minimization.

**Theorem 6.1.6.** [52, Theorem 8] Let $\mathcal{H}$ be a Hilbert space, $K \in L(\ell^2, \mathcal{H})$, $K$ injective, $y \in R(K)$ and $x^\dagger$ the sparse solution of $Kx = y$. Further, let $y^\delta$ be a noisy observation of $y$ and $\eta = y^\delta - y$. We denote $I = \text{supp}(x^\dagger)$, $P_I^* : \ell^2(I) \rightarrow \ell^2$ the canonical embedding and $K_I = KP_I^*$. If

$$\sup_{i \in I^c} \|K^+_I Ke_i\|_{\ell^1(I)} < 1$$

the parameter rule

$$\frac{\sup_{i \in I^c} \langle \eta, P_{R(K)}^+ Ke_i \rangle_H}{1 - \sup_{i \in I^c} \|K^+_I Ke_i\|_{\ell^1(I)}} < \alpha < \frac{\min_{i \in I} \|x^\dagger_i\|}{\|K_I^{-1}\|_{\ell^1(I),\ell^1(I)}} - \sup_{i \in I} \langle \eta, Ke_i \rangle_H$$

ensures that the support of the minimizer of the $\ell^1$ functional $\Psi_\alpha$ is equal to $I$.

This result can be applied to the redrafted elastic-net functional $\Phi_{\alpha,\beta}$, but, as mentioned for proposition 6.1.4, $P_\perp$ is hard to evaluate and we want to continue using our lower bound and the corresponding condition given in proposition 6.1.5. Hence, again we state a modification of Tropp’s results.
Theorem 6.1.7. Let $\mathcal{H}$ be a Hilbert space, $K \in L(\ell^2, \mathcal{H})$ injective, $y \in R(K)$ and $x^\dagger$ the sparse solution of $Kx = y$. Further, let $y^\dagger$ be a noisy observation of $y$ and $\eta = y^\dagger - y$. We denote $I = \text{supp}(x^\dagger)$, $P_I^* : \ell^2(I) \to \ell^2$ the canonical embedding and $K_I = K_{PI}^*$. If
\[
\sup_{i \in I^c} \|K_I^* K e_i\|_{\ell^1(I)} < 1
\] (6.5)
we find that the parameter rule
\[
\sup_{i \in I^c} |\langle \eta, P_{R(K_I)^*} K e_i \rangle_{\mathcal{H}}| + \beta \frac{1}{2\alpha} \|y^\dagger\|_{\ell^2}^2 \sup_{i \in I^c} \|K_I^* K e_i\|_{\ell^1(I)} < \alpha
\]
\[
1 - \sup_{i \in I^c} \|K_I^* K e_i\|_{\ell^1(I)} \leq \frac{\beta}{2\alpha} \|y^\dagger\|_{\ell^2}^2 - \sup_{i \in I} |\langle \eta, K e_i \rangle_{\mathcal{H}}| > \alpha
\]
ensures that the support of the minimizer of the elastic-net functional $\Phi_{\alpha,\beta}$ is equal to $I$.

Proof. We remark that for every $\alpha > 0$ and $\beta \geq 0$ the minimizer $x_{1,I}^{\alpha,\beta} = \text{argmin}_{\text{supp}(x) \subseteq I} \Phi_{\alpha,\beta}(x)$ fulfills
\[
\alpha \|x_{1,I}^{\alpha,\beta}\|_{\ell^\infty} \leq \alpha \|x_{1,I}^{\alpha,\beta}\|_{\ell^1} \leq \Phi_{\alpha,\beta}(x_{1,I}^{\alpha,\beta}) \leq \Phi_{\alpha,\beta}(0) = \frac{1}{2} \|y^\dagger\|_{\ell^2}^2
\] (6.6)
since $x_{1,I}^{\alpha,\beta}$ is the minimizer among all elements with support in $I$, especially 0 has such a support. The same inequality holds for the minimizer $x_{1,I}^{\alpha,\beta}$ of $\Phi_{\alpha,\beta}$.

Now, the lower bound on $\alpha$ ensures together with the previous corollary that the support of the minimizer of $\Phi_{\alpha,\beta}$ is a subset of $I = \text{supp}(x^\dagger)$. Further, the optimality condition (4.2) for the minimizer of $\Phi_{\alpha,\beta}$, denoted by $x_{1,I}^{\alpha,\beta}$, guarantees that
\[
K_I^* K_I (P_I x_{1,I}^{\alpha,\beta} - P_I x^\dagger) = K_I^* (K_I P_I x_{1,I}^{\alpha,\beta} - y)
\]
\[
= K_I^* (K x_{1,I}^{\alpha,\beta} - y^\dagger) + K_I^* \eta
\]
\[
\in -\alpha \text{Sign}(P_I x_{1,I}^{\alpha,\beta}) - \beta P_I x_{1,I}^{\alpha,\beta} + K_I^* \eta
\]
\[
\implies P_I (x_{1,I}^{\alpha,\beta} - x^\dagger) \in (K_I^* K_I)^{-1} (-\alpha \text{Sign}(P_I x_{1,I}^{\alpha,\beta}) - \beta P_I x_{1,I}^{\alpha,\beta} + K_I^* \eta).
\]
Hence, there exists $u \in \text{Sign}(P_I x_{1,I}^{\alpha,\beta})$ such that for every $j \in I$
\[
|x_{1,I}^{\alpha,\beta} - x^\dagger|_j = |\langle P_I (x_{1,I}^{\alpha,\beta} - x^\dagger), P_I e_j \rangle_{\ell^2(I)}|
\]
\[
= |\langle (K_I^* K_I)^{-1} (\alpha u + \beta P_I x_{1,I}^{\alpha,\beta} - K_I^* \eta), P_I e_j \rangle_{\ell^2(I)}|.
\]
Utilizing the symmetry property of $(K_I^* K_I)^{-1}$ and the Hölder inequality we conclude
\[
|x^{\alpha,\beta} - x^\dagger|_j = |(\alpha u + \beta P_I x^{\alpha,\beta} - K_I^* \eta, (K_I^* K_I)^{-1} P_I e_j)_\ell^1(I)| \\
\leq \|\alpha u + \beta P_I x^{\alpha,\beta} - K_I^* \eta\|_{\ell^\infty(I)} \|(K_I^* K_I)^{-1} P_I e_j\|_{\ell^1(I)} \\
\leq (\alpha + \beta\|P_I x^{\alpha,\beta}\|_{\ell^\infty(I)} + \|K_I^* \eta\|_{\ell^\infty(I)})\|(K_I^* K_I)^{-1} P_I e_j\|_{\ell^1(I)}.
\]
Since supp$(x^{\alpha,\beta}) \subset I$ and by equation (6.6) we have that \(\|P_I x^{\alpha,\beta}\|_{\ell^\infty(I)} = \|x^{\alpha,\beta}\|_{\ell^\infty} \leq \frac{1}{2\alpha} \|y^\delta\|_H^2\). Further, we can reformulate
\[
\|K_I^* \eta\|_{\ell^\infty(I)} = \sup_{i \in I} |\langle \eta, K e_i \rangle_H| 
\]
and
\[
\|(K_I^* K_I)^{-1} P_I e_j\|_{\ell^1(I)} \leq \sup_{j \in I} \|(K_I^* K_I)^{-1} P_I e_j\|_{\ell^1(I)} = \|(K_I^* K_I)^{-1}\|_{\ell^1(I),\ell^1(I)}.
\]
The right hand side is finite since $K_I^* K_I$ maps between finite dimensional spaces and hence is a matrix. Plugging this into the above calculation and applying the parameter rule ensures that for every $j \in I$
\[
|x^{\alpha,\beta} - x^\dagger|_j \leq (\alpha + \beta \frac{1}{2\alpha} \|y^\delta\|_H^2 + \sup_{i \in I} |\langle \eta, K e_i \rangle_H|)\|(K_I^* K_I)^{-1}\|_{\ell^1(I),\ell^1(I)} \\\n< \min_{i \in I} |x^\dagger|
\]
which proofs the claim.

We leave the footsteps of Tropp addressing the still problematic estimation of $\|(K_I^* K_I)^{-1}\|_{\ell^1(I),\ell^1(I)}$ and $\|K_I^* K e_i\|_{\ell^1(I)}$ in the parameter choice rule of Theorem 6.1.7. We can estimate
\[
\sup_{i \in I^c} \|K_I^* K e_i\|_{\ell^1(I)} \leq \|(K_I^* K_I)^{-1}\|_{\ell^1(I),\ell^1(I)} \cdot \sup_{i \in I^c} \|K_I^* K e_i\|_{\ell^1(I)}.
\]
If we can achieve the Neumann condition, i.e. that
\[
\|K_I^* K_I - \text{id}_{I} \|_{\ell^1(I),\ell^1(I)} < 1, \tag{6.7}
\]
we may apply the Neumann series estimate to find that
\[
\|(K_I^* K_I)^{-1}\|_{\ell^1(I),\ell^1(I)} \leq \frac{1}{1 - \|K_I^* K_I - \text{id}_{I}\|_{\ell^1(I),\ell^1(I)}}.
\]
Combining these results we observe the estimate
\[
\sup_{i \in I^c} \|K_I^*K e_i\|_{\ell^1(I)} \leq \frac{\sup_{i \in I^c} \|K_I^*K e_i\|_{\ell^1(I)}}{1 - \|K_I^*K I - \text{id}_I\|_{\ell^1(I),\ell^1(I)}}. \tag{6.8}
\]
To use this inequality we take a closer look on the Neumann condition (6.7).

**Lemma 6.1.8.** In the situation of the preceding theorem for properly scaled operators, i.e. \(\|K e_i\|_{\mathcal{H}}^2 \leq 1\) for all \(i \in I\), define
\[
on := \min_{i \in I} \|K e_i\|_{\mathcal{H}}^2, \quad \text{off}_I := \max_{i \in I} \sum_{j \in I, j \neq i} |\langle K e_i, K e_j \rangle_{\mathcal{H}}|,
\]
\[
\text{off}_{I^c} := \sup_{i \in I^c} \sum_{j \in I} |\langle K e_j, K e_i \rangle_{\mathcal{H}}|.
\]
If \(\text{off}_I - \text{on} < 0\) the Neumann series estimate can be applied leading to
\[
\sup_{i \in I^c} \|K_I^*K e_i\|_{\ell^1(I)} \leq \frac{\text{off}_{I^c}}{\text{on} - \text{off}_I}.
\]

**Proof.** Motivated by the structure of \(K^* K\), we start by splitting \(K_I^*K I\) into its diagonal \(M\) and off diagonal \(M_{\text{off}}\) finding that
\[
\|K_I^*K I - \text{id}_I\|_{\ell^1(I),\ell^1(I)} \leq \|M - \text{id}_I\|_{\ell^1(I),\ell^1(I)} + \|M_{\text{off}}\|_{\ell^1(I),\ell^1(I)}
\]
\[
= \max_{i \in I} |1 - \|K e_i\|_{\mathcal{H}}^2| + \max_{i \in I} \sum_{j \in I, j \neq i} |\langle K e_i, K e_j \rangle_{\mathcal{H}}|.
\]
The assumption \(\|K e_i\|_{\mathcal{H}}^2 \leq 1\) for all \(i \in I\) leads to the fact that the Neumann condition (6.7) is fulfilled whenever
\[
1 - \min_{i \in I} \|K e_i\|_{\mathcal{H}}^2 + \max_{i \in I} \sum_{j \in I, j \neq i} |\langle K e_i, K e_j \rangle_{\mathcal{H}}| < 1. \tag{6.9}
\]
Since \(\text{off}_I - \text{on} < 0\) the Neumann condition (6.7) is applicable and it holds
\[
\|K_I^*K I - \text{id}_I\|_{\ell^1(I),\ell^1(I)} \leq 1 - \text{on} + \text{off}_I < 1.
\]
Collecting the information of inequality 6.8 with the above estimate and the equation
\[
\sup_{i \in I^c} \|K_I^*K e_i\|_{\ell^1(I)} = \sup_{i \in I^c} \sum_{j \in I} |K_I^*K e_i|_j = \sup_{i \in I^c} \sum_{j \in I} |\langle K e_j, K e_i \rangle_{\mathcal{H}}| = \text{off}_{I^c}
\]
proves the lemma. \(\square\)
Using this lemma in the parameter rules of theorem 6.1.7 we find our final result.

**Lemma 6.1.9.** In the situation of the preceding theorem 6.1.7 let $K$ be properly scaled, i.e. $\|Ke_i\|_{\mathcal{H}}^2 \leq 1$ for all $i \in I$, and define

$$on := \min_{i \in I} \|Ke_i\|_{\mathcal{H}}^2, \quad off := \max_{i \in I} \sum_{j \in I, j \neq i} |\langle Ke_i, Ke_j \rangle_{\mathcal{H}}|,$$

$$off_{I^c} := \sup_{i \in I^c} \sum_{j \in I} |\langle Ke_j, Ke_i \rangle_{\mathcal{H}}|.$$

Further, denote $\delta = \|\eta\|_{\mathcal{H}}$. If $\frac{off_{I^c}}{on - off_{I}} < 1$ the parameter rule

$$\frac{\delta (on - off_{I}) + \beta \frac{1}{2\alpha} \|y^\delta\|_{\mathcal{H}}^2 off_{I^c}}{on - off_{I} - off_{I^c}} < \alpha,$$

$$\min_{i \in I} |x^\dagger_i| (on - off_{I}) - \beta \|y^\delta\|_{\mathcal{H}}^2 \frac{2\alpha}{2\alpha} - \delta > \alpha$$

ensures that the support of the minimizer of the elastic-net functional $\Phi_{\alpha, \beta}$ is equal to $I$.

**Proof.** First, using the implication

$$\frac{off_{I^c}}{on - off_{I}} < 1 \iff off_{I^c} + off_{I} - on < 0 \implies off_{I} - on < 0.$$

assures the applicability of lemma 6.1.8 leading to

$$\sup_{i \in I^c} \|K^\dagger_i Ke_i\|_{\ell^1(I)} \leq \frac{off_{I^c}}{on - off_{I}} < 1.$$

Hence, the known parameter rule of theorem 6.1.7 can be used where we estimate

- $\sup_{i \in I^c} \|K^\dagger_i Ke_i\|_{\ell^1(I)}$ by $\frac{off_{I^c}}{on - off_{I}}$,
- $\|(K^*_i K_i)^{-1}\|_{\ell^1(I), \ell^1(I)}$ by $\frac{1}{on - off_{I}}$.

We have seen that all these replacements increase the values of the corresponding term. By Cauchy-Schwarz and the properties of projections we also know that

$$\langle \eta, P_{R(K_i)^\perp Ke_i} \rangle_{\mathcal{H}} \leq \|\eta\|_{\mathcal{H}} \|P_{R(K_i)^\perp} Ke_i\|_{\mathcal{H}} \leq \delta.$$ 

These replacements lead to the stated parameter rules. \qed
6.2 Parameter-choice recipe

In this section we use the situation of lemma 6.1.9. We first consider the parameter rule for $\beta = 0$ leading to the definition

$$\alpha_{\text{min}} := \frac{\delta(\text{on} - \text{off}_I)}{\text{on} - \text{off}_I - \text{off}_{I_c}}, \quad \alpha_{\text{max}} := \min_{i \in I} |x^i| \cdot (\text{on} - \text{off}_I) - \delta.$$  

In this notation the support of the minimizer of $\Phi_{\alpha, \beta}$ is equal to $I$ if $\beta = 0$ and $\alpha_{\text{min}} < \alpha < \alpha_{\text{max}}$. Selecting $\beta > 0$ downsizes the interval, i.e. $\alpha_{\text{min}} < \alpha < \alpha_{\text{max}}$ is true for every choice of $\alpha$ and $\beta$ fulfilling the parameter rules. Starting with the left hand side of the parameter rule of lemma 6.1.9, we find that

$$\beta < (\alpha - \alpha_{\text{min}}) \frac{2\alpha(\text{on} - \text{off}_I - \text{off}_{I_c})}{\|y^\delta\|^2_{H_{\text{off}_{I_c}}}} =: u_1(\alpha).$$  

(6.10)

This constitutes a quadratic upper bound $u_1(\alpha)$ on $\beta$ with zeros at 0 and $\alpha_{\text{min}}$ and hence is monotonically increasing on $[\alpha_{\text{min}}, \alpha_{\text{max}}]$. Analogously, the right hand side of the parameter rule of lemma 6.1.9 leads to

$$\beta < (\alpha_{\text{max}} - \alpha) \frac{2\alpha}{\|y^\delta\|^2_{H}} =: u_2(\alpha).$$  

(6.11)

This constitutes another quadratic upper bound $u_2(\alpha)$ on $\beta$ with zeros at 0 and $\alpha_{\text{max}}$. We aim to select $\beta$ as big as possible to obtain maximal regularization for algorithms as the RFSS. A closer look on the two inequalities (6.10) and (6.11) yields that an upper bound $\beta_{\text{max}}$ for $\beta$ and a corresponding optimal value for $\alpha$, which we call $\alpha_{\text{opt}}$, can be calculated either as the intersection point of the two quadratic functions $u_1(\alpha)$ and $u_2(\alpha)$ on the interval $[\alpha_{\text{min}}, \alpha_{\text{max}}]$ or as the maximal point of the quadratic function $u_2(\alpha)$. Both situations are drafted in figure 6.2.1 and figure 6.2.2.

A short calculation shows that the intersection point is attained at

$$\alpha = \frac{\alpha_{\text{min}}(\text{on} - \text{off}_I - \text{off}_{I_c}) + \alpha_{\text{max}} \text{off}_{I_c}}{\text{on} - \text{off}_I}.$$  

The maximal point of $u_2(\alpha)$ is attained at

$$\alpha = \frac{\alpha_{\text{max}}}{2}.$$  

Hence, we have an explicit formula for $\alpha_{\text{opt}}$ and $\beta_{\text{max}}$ which we summarize in the next lemma.
Figure 6.2.1: For all pairs \((\alpha, \beta)\) inside the blue region we obtain that the support of the minimizer of \(\Phi_{\alpha,\beta}\) is equal to \(I\). The maximal value for \(\beta\) can be chosen at the intersection of \(u_1(\alpha)\) and \(u_2(\alpha)\).

Figure 6.2.2: For all pairs \((\alpha, \beta)\) inside the blue region we obtain that the support of the minimizer of \(\Phi_{\alpha,\beta}\) is equal to \(I\). The maximal value for \(\beta\) can be chosen at the maximal point \(u_2(\alpha)\).
Lemma 6.2.1. In the situation of theorem 6.1.7 let $K$ be properly scaled, i.e. $\|Ke_i\|_H^2 \leq 1$ for all $i \in I$, and define

$$
on I := \min_{i \in I} \|Ke_i\|_H^2,$$

$$off I := \max_{i \in I} \sum_{j \in I, j \neq i} |\langle Ke_i, Ke_j \rangle_H|,$$

$$off Ic := \sup_{i \in Ic} \sum_{j \in I} |\langle Ke_j, Ke_i \rangle_H|,$$

$$\alpha_{\min} := \frac{\delta (on - off I)}{on - off I - off Ic},$$

$$\alpha_{\max} := \min_{i \in I} |x^\dagger_i| (on - off I) - \delta.$$

Further, denote $\delta = \|\eta\|_H$. If $\frac{off Ic}{on - off I} < 1$ and $\alpha_{\min} < \alpha_{\max}$ the parameter rule

$$\alpha = \max \left( \frac{\alpha_{\min} (on - off I - off Ic) + \alpha_{\max} off Ic}{on - off I}, \frac{\alpha_{\max}}{2} \right),$$

$$\beta < \frac{2\alpha (\alpha_{\max} - \alpha)}{\|y^\delta\|_H^2}.$$

ensures that the support of the minimizer of the elastic-net functional $\Phi_{\alpha, \beta}$ is equal to $I$.

### 6.3 Numerical example

For demonstrating the applicability of the parameter rules of lemma 6.2.1, we recycle the mass spectrometry example of section 5.2. We have a vector $x^\dagger \in \ell^2$ supported on $I = \{63, 67, 373, 567, 1013\}$ with corresponding values $5, 4, 2, 9, 3$. Further, we consider the linear operator $K : \ell^2 \to L^2$ defined via

$$Ke_i(x) = \frac{1}{\sqrt{\sigma \sqrt{\pi}}} e^{-\frac{(x-i)^2}{2\sigma^2}} \in L^2.$$  

This operator corresponds to a convolution operator with a Gaussian kernel. The noisy measurement $y^\delta$ is generated by applying $K$ and adding Gaussian noise $\eta$ with a noise level of 5%

$$y^\delta = Kx^\dagger + \eta.$$
6.3. NUMERICAL EXAMPLE

We start the calculation with the diagonal part using standard theory on the Gaussian kernel as can be found in standard statistics lectures

\[ \text{on}(\sigma) = \min_{i \in I} \| Ke_i \|_{L^2}^2 = \frac{1}{\sigma \sqrt{\pi}} \int_{\mathbb{R}} e^{-\frac{x^2}{\sigma^2}} \, dx = 1. \]

We continue with the off-diagonal part, i.e. \( j \neq i \),

\[ \langle Ke_i, Ke_j \rangle_{L^2} = \int_{\mathbb{R}} Ke_i(x) Ke_j(x) \, dx = e^{-\frac{(i-j)^2}{4\sigma^2}}. \]

This inner product depends only on the distance \( d = j - i \) and, as drafted in figure 6.3.1, exploiting the prior knowledge that the minimal distance of the peaks is 4 leads to

\[ \text{off}_I(\sigma) = \max_{i \in I} \sum_{j \in I, j \neq i} \langle Ke_i, Ke_j \rangle_{L^2} \leq 2 \sum_{d=1}^{\infty} e^{-\frac{(4d)^2}{4\sigma^2}}. \]

Analogously, as drafted in figure 6.3.2, we have

\[ \text{off}_I^c(\sigma) = \sup_{i \in I} \sum_{j \in I} \langle Ke_i, Ke_j \rangle_{L^2} \leq \max_{k=1,2,3} \sum_{d=0}^{\infty} e^{-\frac{(k+4d)^2}{4\sigma^2}} + \sum_{d=0}^{\infty} e^{-\frac{(4-k+4d)^2}{4\sigma^2}}. \]
Figure 6.3.3: The condition of lemma 6.1.9 is fulfilled for all $\sigma$ where the graph is negative.

Next, we check the assumptions of lemma 6.1.9 noticing that our operator is properly scaled since $on(\sigma) = 1$. Considering the condition

$$\frac{off_{I_c}(\sigma)}{on(\sigma) - off_I(\sigma)} - 1 < 0,$$

we can see in figure 6.3.3 for which values of $\sigma$ the lemma can be applied. Before applying the parameter rule of lemma 6.1.9, we check if the interval for the parameter $\alpha$ is not empty, i.e. in the notation of lemma 6.1.9 if $\alpha_{\text{min}} < \alpha_{\text{max}}$ or more precisely

$$\frac{\delta(on(\sigma) - off_I(\sigma))}{on(\sigma) - off_I(\sigma) - off_{I_c}(\sigma)} < 2(on(\sigma) - off_I(\sigma)) - \delta$$

(6.12)

where we applied the prior knowledge that $\min_{i \in I} |x_i^\dagger| \geq 2$. Condition (6.12) is visualized in figure 6.3.4 as a function $\delta(\sigma)$. Choosing $\sigma = 0.6$ we have $\|y^{\delta}\|_2 = 11.6453$, $\delta = 0.5809$, $off_I(\sigma) = 0.0000299$, $off_{I_c}(\sigma) = 0.5013$ and $on_\sigma = 1$. Figure 6.3.5 illustrates the region of pairs $(\alpha, \beta)$ where exact recovery is granted. We obtain

$$\alpha_{\text{min}} = 1.1649, \quad \alpha_{\text{max}} = 1.4190.$$

Now, the parameter rule leads to the parameter choice of

$$\alpha = 1.2923, \quad \beta = 0.0024.$$

This choice in fact delivers the correct support (cf. figure 6.3.6).
Figure 6.3.4: There exists a parameter $\alpha$ for exact recovery if the pair $(\sigma, \delta)$ is below the graph.

Figure 6.3.5: For all pairs $(\alpha, \beta)$ inside the blue region we obtain that the support of the minimizer of $\Phi_{\alpha,\beta}$ is equal to $I$. The maximal value for $\beta$ can be chosen at the intersection of $u_1(\alpha)$ and $u_2(\alpha)$. 
Figure 6.3.6: Source signal $x^\dagger$ (black) and the recovered signal $x^{\alpha,\beta}$ (blue), the supports coincide.
Conclusion & future work

We started this work with a motivation of sparsity in various applications as in inverse problems, compressed sensing and image processing. As a concrete framework, we considered a Hilbert space $\mathcal{H}$ and a bounded linear operator $K \in L(\ell^2, \mathcal{H})$. Having $y \in R(K)$ we assumed that $Kx = y$ has a sparse solution $x^\dagger$ and we denoted $I = \text{supp}(x^\dagger)$. $y^\delta$ is a noisy observation of $y$ with $\eta = y^\delta - y$ and $\delta = \|\eta\|_{\mathcal{H}}$. Some limitations of this framework were discussed. After some facts and basic principles we made a trip to the existing theory of $\ell^1$ minimization, i.e. the minimization of the functional

$$\Psi_{\alpha} = \frac{1}{2}\|Kx - y^\delta\|_{\mathcal{H}}^2 + \alpha\|x\|_{\ell^1}$$

and corresponding algorithms. So far, this work constitutes an introduction to the state of the art of sparse approximation. Observing numerical troubles using $\ell^1$-minimization algorithms, we have motivated the use of the elastic-net functional

$$\Phi_{\alpha,\beta} = \frac{1}{2}\|Kx - y^\delta\|_{\mathcal{H}}^2 + \alpha\|x\|_{\ell^1} + \frac{1}{2}\beta\|x\|_{\ell^2}^2,$$

showing that it stabilizes $\ell^1$-minimization algorithms. We have shown how a part of the theory for $\ell^1$ minimization carries over to the elastic net by reformulating the elastic-net functional as an $\ell^1$ functional via

$$\Phi_{\alpha,\beta} = \frac{1}{2}\left\| \begin{pmatrix} K & 0 \\ \sqrt{\beta} \text{id} \\ 0 \end{pmatrix} x - \begin{pmatrix} y^\delta \\ 0 \end{pmatrix} \right\|_{\mathcal{H} \times \ell^2}^2 + \alpha\|x\|_{\ell^1}.$$
Moreover, we have derived properties not obvious from this reformulation such as a version of the optimality condition, later exploited for the RSSN algorithm, and stability results for the minimizers. We have derived two active-set algorithms for the minimization of the elastic-net functional, the RSSN and RFSS, and have shown several active-set choices for the RSSN. The choice of the active-set is essentially influencing the convergence of the RSSN algorithm. The stabilizing properties of the elastic-net algorithms have been verified on numerical examples. Along with the verification we have compared different $\ell^1$ algorithms in terms of their stability. Finally, parameter choice rules have been established which guarantee exact recovery, i.e. the support of the obtained elastic-net minimizer coincides with the support of $x^\dagger$. The parameter-choice rules culminate in a recipe containing an explicit formula for the choice of $\alpha$ and $\beta$, motivated by maximizing the stabilizing effect of the elastic net. The applicability of these rules have been shown for an example from mass spectrometry or rather for several applications involving convolution with a Gaussian kernel.

Last but not least, we give a short outlook on interesting open questions related to elastic-net minimization. An interesting tool for parameter selection would be to know under which conditions the supports of the minimizers of $\Phi_{\alpha,\beta}$ are monotonically increasing for decreasing $\alpha$ and fixed $\beta$. In that case the sparsity curve, i.e. plotting the sparsity of the minimizers in dependence of $\alpha$, can be used to iteratively adapt $\alpha$ to find a value leading to the desired sparsity. Using the least squares solution and the fact that $\alpha = \max_{i \in \mathbb{N}} |K^* y^\delta|^i$ is the value where the minimizer becomes 0 results in two easy to calculate points on the sparsity curve. These can be used for interpolation to find the desired value for $\alpha$. Iterating this procedure as using bisection for zero detection did work well in first experiments. Though, not every sparsity level is attained and hence a suitable $\alpha$ does not need to exist. The continuity results on the minimizers of $\Phi_{\alpha,\beta}$ in dependence of $\alpha$ promises a fast convergence of the algorithms during the iterations.

In this paper we have examined the abilities to use the elastic net for stabilizing $\ell^1$-minimization algorithms. We aimed on still obtaining results close to those of $\ell^1$ minimization. Hence, similarly to the exact recovery conditions it would be exciting to have conditions under which there exist $\beta > 0$ such that the support of the elastic-net minimizer coincides with the support of the $\ell^1$ minimizer. Especially, an upper bound for such $\beta$ values would be interesting.
We already mentioned the possibility to replace $\alpha$, $\beta$ by vectors $(\alpha_i)_{i \in \mathbb{N}}$, $(\beta_i)_{i \in \mathbb{N}}$ penalizing each component individually. It might be possible to improve known parameter rules by taking this modifications into account, i.e. in mass spectrometry one may have the a priori knowledge that different parts of the spectra have different noise levels. Hence, for different parts of the spectra different $\alpha$ values might be desirable.

On the algorithmic side, e.g. the IST has a guaranteed convergence speed for $\alpha = 0$, $\beta > 0$. An interesting thing is to check if this convergence speed can be guaranteed also for $\alpha > 0$, $\beta > 0$ which is not the case for $\alpha > 0$, $\beta = 0$. This might be used in combination with a path following strategy, i.e. successively reducing $\beta$, to obtain $\ell^1$ minimizers with a guaranteed convergence speed, but benefiting from the regularizing properties of the elastic net. For the RSSN, it would be interesting to know how $\beta$ influences the domain where the RSSN converges. First experiments suggest that the impact is positive and it might be possible also by strategies of varying $\beta$ to transfer the RSSN into a globally convergent algorithm for $\ell^1$ minimization, at least under some conditions on the operator $K$. The hope is that the super-linear convergence sustains.

In chapter 6, we presented exact-recovery conditions which constitute a worst case analysis. In compressed sensing, there are first efforts for probabilistic results (phase transition [5]). Those are still limited to greedy methods, i.e. matching pursuit, and a development of similar methods for $\ell^1$ minimization or the elastic net are desirable. The most obvious problem is the lack of parameter-selection methods.

In chapter 5, we used the following condition for convergence of an elastic-net algorithm: For a given tolerance $\varepsilon > 0$ and $\alpha, \beta > 0$ let the output $x$ of an elastic-net algorithm fulfill

$$|K^*(Kx - y) + \beta x + \alpha \text{sign}(x)|_i < \varepsilon, \quad x_i \neq 0,$$

$$|K^*(Kx - y) + \beta x|_i - \alpha < \varepsilon, \quad x_i = 0,$$

for every component $x_i$ of $x$. It is an interesting question to study the following situation. Given $\varepsilon_0 > 0$ is there a maximal value $\varepsilon_1$ such that every output of an elastic-net minimization algorithm fulfilling the above conditions for $\varepsilon_1$ does also fulfill these conditions for $\beta = 0$ and tolerance $\varepsilon_0$, i.e. the output is also an $\ell^1$ minimizer with tolerance $\varepsilon_0$. 

\( \delta \) Noise level \( \| \eta \|_{\mathcal{H}} \)
\( \eta \) Noise \( y^\delta - y \)
\( \mathcal{H} \) Hilbert space
\( K_I \) \( KP_I^* \)
\( K \) Bounded linear operator \( \ell^2 \to \mathcal{H} \)
\( P_I \) Projection \( \ell^2 \to \ell^2(I) \) for \( I \subset \mathbb{N} \)
\( S \) Soft shrinkage function \( S_\xi(x) = \max\{0, |x| - \xi\} \cdot \text{sign}(x) \)
\( \text{sign} \) Sign function
\( \text{Sign} \) Set valued sign function
\( x^\dagger \) Sparse solution of \( Kx = y \)
\( y \) Noise free data
\( y^\delta \) Noisy observation/measurement of \( y \)
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