Identification of Material Parameters
from Temperature Measurements in
Radio Frequency Ablation
The pictures at the title page show the results for the identification of the electrical conductivity from an exactly known heat source. The figure at the top displays the setting with tumor (grey), vascular structures (red), applicator and the 60°C iso-surface of the final temperature distribution (transparent yellow). The figure at the bottom left displays the given temperature distribution (red circles) compared with the temperature distribution (green asterisks) according to the identified electrical conductivity. The data are depicted along the red line illustrated in the picture at the bottom right.
Identification of Material Parameters from Temperature Measurements in Radio Frequency Ablation

von
Hanne Tiesler

Dissertation

zur Erlangung des Grades eines Doktors der Naturwissenschaften
- Dr. rer. nat. -

Vorgelegt im Fachbereich 3 (Mathematik und Informatik)
der Universität Bremen
im August 2011
Datum des Promotionskolloquiums: 01.11.2011

Gutachter: Prof. Dr. Tobias Preusser, Jacobs University, Bremen
         Prof. Dr. Christof Büskens, Universität Bremen
         Prof. Dr. Heinz-Otto Peitgen, Universität Bremen
Abstract

The mathematical simulation of the method of radio frequency ablation (RFA) offers an opportunity to improve the success of the RFA. The results of the RFA depend highly on the experience of the radiologist. A simulation will offer a prediction of the results which can be used to adapt the setting and enable a complete destruction of the tumor, e.g. by adapting the probe’s position. A good simulation needs as much information of the reality as possible. Especially the material properties pose a challenge since they vary from patient to patient, they cannot be measured in vivo and they additionally change during the ablation.

The aim of this thesis is to develop a mathematical model for the identification of the material parameters from temperature measurements and apply it to appropriate data sets. At first a minimization problem is formulated, where the difference between the measured temperature and the calculated temperature is minimized with respect to the material parameters. The temperature distribution is calculated with a coupled system of partial differential equations. Different approaches are considered which depend on the diverse modeling of the material parameters. The parameters are modeled as constant values as well as temperature dependent, tissue dependent and also spatially distributed. The advantages and disadvantages of the diverse models are illustrated by the numerical results for the identification with artificial temperature distributions as well as real temperature measurements.

Zusammenfassung


Das Ziel dieser Arbeit ist es, ein mathematisches Modell zur Identifikation der Gewebeparameter aus gemessenen Temperaturdaten aufzustellen und an
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## Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>electrical conductivity, $\text{S m}^{-1}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>thermal conductivity, $\text{W K}^{-1}\text{m}^{-1}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density of the tissue, $\text{kg m}^{-3}$</td>
</tr>
<tr>
<td>$c$</td>
<td>specific heat capacity, $\text{J kg}^{-1}\text{K}^{-1}$</td>
</tr>
<tr>
<td>$\nu(x)$</td>
<td>blood perfusion coefficient, $\text{m}^{-1}$</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>computational domain, $\Omega \subset \mathbb{R}^N$</td>
</tr>
<tr>
<td>$\partial \Omega$</td>
<td>outer boundary of $\Omega$</td>
</tr>
<tr>
<td>$\Gamma_+$</td>
<td>positive electrode</td>
</tr>
<tr>
<td>$\Gamma_-$</td>
<td>negative electrode</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>positive and negative electrode $\Gamma := \Gamma_+ \cup \Gamma_-$</td>
</tr>
<tr>
<td>$\Omega_\nu$</td>
<td>vascular system, $\Omega_\nu \subset \Omega$</td>
</tr>
<tr>
<td>$Q$</td>
<td>space-time cylinder</td>
</tr>
<tr>
<td>$Q := [0, t_{\text{fin}}] \times \Omega$</td>
<td></td>
</tr>
<tr>
<td>$\phi(t, x)$</td>
<td>electric potential</td>
</tr>
<tr>
<td>$T(t, x)$</td>
<td>temperature distribution</td>
</tr>
<tr>
<td>$T_{\text{body}}$</td>
<td>body temperature</td>
</tr>
<tr>
<td>$T_g(x)$</td>
<td>measured temperature distribution at time $t_{\text{fin}}$</td>
</tr>
<tr>
<td>$Q_{\text{eff}}$</td>
<td>heat source</td>
</tr>
<tr>
<td>$u_g(x)$</td>
<td>measured or given heat source</td>
</tr>
<tr>
<td>$Q_{\text{perf}}$</td>
<td>heat sink</td>
</tr>
<tr>
<td>$P_{\text{eff}}$</td>
<td>effective power in the tissue</td>
</tr>
<tr>
<td>$P_{\text{set}}$</td>
<td>power set up at the generator</td>
</tr>
<tr>
<td>$R$</td>
<td>resistance of the tissue</td>
</tr>
<tr>
<td>$R_I$</td>
<td>resistance of the generator</td>
</tr>
<tr>
<td>$P_{\Omega}$</td>
<td>whole power</td>
</tr>
<tr>
<td>$L^p(\Omega)$</td>
<td>Lebesgue space, $1 \leq p \leq \infty$</td>
</tr>
<tr>
<td>$W^{k,p}(\Omega)$</td>
<td>Sobolev space, $1 \leq p \leq \infty$</td>
</tr>
<tr>
<td>$H^k(\Omega)$</td>
<td>Sobolev space for $p = 2$</td>
</tr>
<tr>
<td>$L^p(a, b; X)$</td>
<td>Bochner space, $1 \leq p \leq \infty$</td>
</tr>
<tr>
<td>$Z^*$</td>
<td>dual space of $Z$</td>
</tr>
<tr>
<td>$(\cdot, \cdot)_X$</td>
<td>inner product on $X$</td>
</tr>
<tr>
<td>$(\cdot, \cdot)_{V^*, V}$</td>
<td>dual pairing on $V$</td>
</tr>
<tr>
<td>$|\cdot|_V$</td>
<td>norm on $V$</td>
</tr>
<tr>
<td>$\partial^\alpha y$</td>
<td>weak derivative of $y$</td>
</tr>
<tr>
<td>$a(\cdot, \cdot)$</td>
<td>bilinear form</td>
</tr>
<tr>
<td>$i(\cdot)$</td>
<td>linear form</td>
</tr>
<tr>
<td>$\partial_t$</td>
<td>time derivative</td>
</tr>
<tr>
<td>$y(t, x)$</td>
<td>state of a general PDE, with $y \in Y$</td>
</tr>
<tr>
<td>$u(t, x)$</td>
<td>(general) control, $u \in U$</td>
</tr>
<tr>
<td>$F(y, u)$</td>
<td>general objective functional</td>
</tr>
<tr>
<td>$h(y, u)$</td>
<td>general constraints, $h : Y \times U \rightarrow Z$</td>
</tr>
<tr>
<td>$D_y F(y, u)$</td>
<td>partial Fréchet derivative of $F$ with respect to $y$</td>
</tr>
<tr>
<td>$\mathcal{L}(y, u, \mu)$</td>
<td>general Lagrange functional</td>
</tr>
<tr>
<td>$T_{\alpha}(x)$</td>
<td>Tikhonov functional</td>
</tr>
<tr>
<td>$d$</td>
<td>descent direction</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>gradient</td>
</tr>
<tr>
<td>$\nabla^2$</td>
<td>Hessian matrix</td>
</tr>
<tr>
<td>$\alpha, \beta, \gamma, \theta$</td>
<td>regularization coefficients</td>
</tr>
<tr>
<td>$U_{ad}$</td>
<td>admissible set for the control</td>
</tr>
</tbody>
</table>
1 Introduction

"Those diseases which medicines do not cure, iron cures; those which iron cannot cure, fire cures; and those which fire cannot cure, are to be reckoned wholly incurable"

Hippocrates, 400 BC - 377 BC

1.1 Motivation

The liver is the largest blood filtering organ in the human body which is conductive to the transportation of malignant cells into the liver. Therefore, between all patients with malignant cancer diseases approximately 50% will develop liver metastases which lead to a high mortality [65]. The major cause of death by cancer disease is lung cancer (19.9%), followed by colorectal cancer (12.3%) and breast cancer (7.5%), whereas colorectal cancer is the most common cancer [19]. Without any treatment of colorectal liver metastases the median survival rate is between 9 and 12 months [65, 84].

The gold standard for colorectal metastases in the liver is surgical resection whereas only 10-20% of the liver metastases are resectable [18]. The reasons for these limitations are given by the location of the tumor, the patient’s condition, the absence warranty for the later operating capability of the liver or extra-hepatic metastases which deteriorate the overall prognosis. The minimally invasive method of radio frequency ablation (RFA) provides an alternative treatment for liver metastases and primary hepatic tumors. During the treatment the tumorous cells are destroyed by targeted heating. A probe with one or more electrodes is percutaneously placed in the tumor and the electric current leads to a heating of the tissue such that the proteins of the cells coagulate and the tissue is destroyed. Different studies substantiate this promising approach though RFA is also limited. In their study, Feliberti and Wagman [18] investigate the advantages of RFA especially in comparison with the alternative chemotherapy, which is often used in those cases where a resection is not possible. Their results prove that RFA has a better survival rate than chemotherapy. Nevertheless they also realized that the RFA is limited to small lesions (\( \leq 3 \text{cm} \)). Also Suppiah et al. [84] affirm a higher survival rate with RFA, the median survival increases in their study to 12.9 months. However, although the RFA is an advantageous and promising method to achieve really good results (i.e. the whole destruction of the malignant tissue) a lot of experience is needed for a successful treatment [18]. This problem is corroborated by the study of Mulier et al. [61], where the method of RFA is compared with the surgical resection for resectable colorectal liver metastases. Beside the inexperience of the radiologists another limitation
is stated by the vascular system. In the vicinity of larger blood vessels the RFA fails in many cases, probably due to the cooling effect of the blood flow. If this effect is not considered in advance, the outcome of the RFA is quite different from the suspected result. Whereas Paulet et al. [63] assert that the proximity to vascular structures is not such a limitation if the radiologists are aware of it and treat the tumor more intensively. The main limitations they specify for recurrence or residual tumors are the size of the lesion (> 3 cm) and the difference in the electrical conductivity in tumorous and surrounding tissue. The heat sink effect caused by the vascular structure is also named as limitation if it is not considered carefully by the radiologists.

These findings encourage further improvements for the patient individual modeling and the simulation of the RFA since a realistic modeling could be implemented in a training and planning software for the radiologists. Such a tool could compensate at least partially the inexperience of the radiologists and improve the planning by a better prediction and optimization of the result of the RFA. For example, if there are vascular structures in the vicinity of the tumor the cooling effect of the blood vessels may lead to a coagulated area which does not correspond to the expected one, given by the manufacturer’s information. As result the tumor is not completely destroyed. A good simulation of the treatment in advance could have provided these informations and the radiologist could have thought through the placement more carefully. Moreover, an additional optimization of the probe placement can provide an optimized placement which facilitates a complete ablation of the tumor. Therefore a detailed simulation in advance is of great avail since the major priority of the RFA is to assure a completely destructed tumor including a safety boundary.

1.2 The aim of the work

Altogether, the treatment with RFA and especially the success rate can be significantly improved by a realistic numerical simulation. Such a simulation needs a good modeling, based on physical and biological facts. The numerical calculations can be as good as possible but if the basic information are inaccurate or incorrect the prediction for the RFA will not match the reality. Some of these basic physical facts are well known, as for example the modeling of the heat transfer. Whereas the tissue properties, which enter the equations as parameters, e.g. the thermal conductivity, the heat capacity, the density or the electrical conductivity, constitute a major challenge for the modeling. These parameters are important for a realistic modeling since they describe the properties of the material. As described by Paulet et al. [63] the electrical conductivity has a wide influence on the success of the RFA and needs to be considered carefully. The difficulty lies in the fact that the parameters are subject to different physical and biological conditions and in particular they are not known exactly. However, all studies concerning the parameters are limited by the fact that the measurements are done only ex vivo for humans and hence the results are not reliable for the modeling of the RFA.

To improve the simulation individually by using the specific material parameters for each
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Patient, we will formulate an inverse problem with the aim of identifying the material parameters for RFA. Nevertheless there exist some good approximations for the thermal conductivity, the model could be improved and adapted individually if we were able to determine the material parameters for each patient individually. A measurement of the parameters is not possible in vivo, therefore we will need another possibility to identify the individual parameters. Additionally the material parameters change during the therapy which necessitates an identification and adjustment during the treatment. This can be achieved by a parameter identification from temperature measurements during the ablation.

The prediction for the success of the treatment is based on the temperature distribution which can not only be calculated by the numerical model but also measured by magnetic resonance imaging (MRI) during the treatment. Therefore we will formulate an identification problem for the material properties which aims at fitting the calculated temperature to the measured data from MRI, i.e. we obtain an inverse problem which will be solved by minimizing an optimal control problem with a tracking type functional and the mathematical model for the RFA as constraints. The identified parameters can be utilized to improve the numerical model for the RFA and therewith ameliorate the prediction of the outcome of the treatment. If the simulation with identified parameters shows that the current setting will not lead to a successful RFA the setting can be adapted accordingly. Altogether we may have two different feedbacks, one from the MR temperature measurements to identify the material parameters and therewith improve the mathematical model and the forward simulation. The other feedback between the predicted result from the forward calculations for the current RFA setting and the real ablation, which can be adapted accordingly to increase the success of the treatment. A schematic description is shown in figure 1.1.

The method for the identification of the material parameters as described in this thesis is not restricted to the treatment with RFA in the human liver, it can be transferred also to other thermal treatments if we adapt the model in an appropriate way.
1 Introduction

The thesis is organized as follows:

In Chapter 2 an overview of related work and state of the art in the field of the numerical modeling and simulation of RFA as well as the work in the field of parameter identification problems is given.

In Chapter 3 the mathematical model of the RFA consisting of partial differential equations is described. In particular we will consider the impact of the material parameters on the whole system and an appropriate modeling. Furthermore a short introduction to the method of finite elements (FEM) is given which is used for the spatial discretization of the RFA model.

In Chapter 4 the basic mathematical theory for identification problems is presented. Different optimization methods will be described and a short introduction to inverse problems and Tikhonov regularization is given.

In Chapter 5 the identification problem for the thermal conductivity and the electrical conductivity is formulated. At first the existence of solutions for the different optimal control problems is considered. Afterwards different aspects and modifications of the problems are discussed. Due to the physical effects in the method of RFA we will need some simplifications or particular scaling in the modeling to obtain a numerical solution for the identification problem.

In Chapter 6 the numerical results of the parameter identification problems derived in Chapter 5 are shown. The above identification problems are applied to different settings. At first an artificial setting is used where the parameters are known and the identified results can be compared with the original ones. Second, temperature measurements
from an experiment in an Agar-gel are used to identify the parameters. 

In Chapter 7 an outlook to further applications of the identification problem is presented. The developed methods are extended to the identification of the density and the heat capacity and in a first approach to the method of high-intensity focused ultrasound. First results for the optimization of the pressure from MR measurements are presented. Final conclusions are drawn in Chapter 8.
2 Related work and state of the art

In this chapter we will consider at first the related work and state of the art in the field of the mathematical modeling and simulation of RFA. Second, different approaches in the field of identification problems are described and investigated in terms of their practicability to the present problem of identifying the material properties for the RFA.

2.1 State of the art to the modeling of radio frequency ablation

As described in the introduction, the method of RFA is limited by several factors and a realistic modeling could improve the success and provide a prediction of the results. Various authors have investigated the modeling and simulation of the RFA, motivated by different aspects and aiming at diverse applications. Most of the investigations are rather in the range of academic or ground research than really applicable, since for a real application a lot of aspects need to be regarded, which make the model complex and potentially hard to solve numerically. An overview of the state of the art and future challenges in the modeling of RFA is given by Berjano [10]. The mathematical models are basically the same in literature. The heat distribution is calculated via the so called bio-heat transfer equation, where the energy is given by a source term which is mostly calculated from the electrostatic equation. Most of the models also take a heat sink into account to describe the blood perfusion in the tissue or to incorporate the cooling effect from the vascular system.

For real applications the destroyed part of the tissue is of major interest. This tissue damage is either modeled by the Arrhenius formalism [8] or it is assumed that the tissue can be considered as destroyed if the temperature reaches a certain threshold (commonly 60 °C). Furthermore several special aspects of the modeling are considered and all are aiming at improving the modeling and the simulation, whereas the improvement can be considered under different aspects. On the one hand we have the improvement of the model itself, i.e. the model becomes more realistic, on the other hand we have the improving of the performance to get a real time application, since the calculations for a realistic model are expensive. The improvement of the model can be reached by a better understanding of the physical effects and an appropriate transfer to the mathematical model.

For a better understanding of the physical behavior of the model and an appropriate improvement Chang [15] investigated the influence of the electrical conductivity and the blood perfusion on the system. Whereas Watanabe et al. [92] looked at the effects of the thermal conductivity on the temperature distribution, calculated from different thermo-physical models.
2 Related work and state of the art

Beside the material parameters the influence of the modeled vascular system is subject to some investigations, e.g., from Tungjitkusolmun et al. [89]. They modeled the RFA with finite elements for a four-tine RF probe and simulate the heat distribution for different placements of the probe in the vicinity of a vascular structure. Their results demonstrate that incorporating the effects of the vascular system is important for a realistic prediction of the RFA.

With regard to the improvement of the numerical performance Johnson et al. [42] avoid to solve the electrostatic equation by replacing the heat source by a function which depends on the distance to the probe. Another kind of acceleration is performed by Kröger et al. [51] using a look-up table with coagulation areas calculated in advance by a non-individual reference configuration.

Investigations concerning the trajectory planning for a percutaneous needle insertion is described in the works of Schumann et al. [71] and Seitel et al. [75]. Different methods are used to find the best path for the needle placement under consideration of various risk structures. Furthermore, an overview of relevant computer assisted methods for the support of thermal ablations in the liver is given by the paper of Schumann et al. [72]. Another important aspect is the optimization of the probe placement. To assure a successful RFA the probe has to be placed in a good position such that the whole tumor is destroyed and as much healthy tissue as possible is preserved. Amongst others such optimization is performed by Altrogge [5] and Villard et al. [91]. The used approaches are quite different, Villard et al. use ellipsoids in consideration of the cooling effects due to the vessels, to describe the coagulated area whereas Altrogge calculates the coagulation by a coupled system of partial differential equations, the electrostatic equation and the bio-heat transport equation. Both use standard optimization techniques to find an optimal position for the probe placement.

Moreover, Altrogge [5] investigated the dependence of the whole system on the material parameters by modeling the thermal conductivity and the electrical conductivity as stochastically distributed. The resulting system of stochastic partial differential equations is used for a stochastic optimization and a sensitivity analysis of the optimal probe placement with respect to changes in the parameters.

Altogether, the modeling and simulation of RFA involves problems of different kinds. One major problem is based on the numerical performance and another is closely interrelated to the physical parameters in the model. Without a realistic modeling of the material parameters the simulation of the RFA will not be realistic either.

2.2 State of the art in the field of identification problems

This work aims at the patient individually identification of the material parameters during the treatment with RFA to improve the mathematical model and therewith the simulation. In the following an overview of relevant work in the field of identification problems of different kinds and in different areas is given. The state of the art to the modeling of the parameters for the treatment with RFA will be presented in the section
2.2 State of the art in the field of identification problems

During the last 20 years the parameter identification in connection with elliptic or parabolic PDEs has been subject to various investigations. On the one hand we have the more theoretical papers as for example [9, 17, 31, 58] and on the other hand some which focus more on the numerical aspects and which use different approaches to solve the identification problem. In the following we will take a closer look into some of these approaches.

The approach which is set apart from all others is the idea to use a Kirchhoff transformation for the parameter identification. The Kirchhoff transformation is a linearization technique to transform a nonlinear PDE into a PDE which can be solved by using standard linear techniques [26]. For example the steady state heat equation

\[
\text{div}(\lambda(T)\nabla T) = 0, \quad x \in [0, 1],
\]

\[
-\lambda(T) \frac{\partial T}{\partial x} = q = \text{const}, \quad x \in [0, 1],
\]

\[T_L = T(x = 0) \quad \text{or} \quad T_R = T(x = 1)\]

with temperature dependent thermal conductivity \(\lambda\) and known values \(T_L\) and \(T_R\) transforms with the substitution \(\psi := \int_{T_0}^{T} \lambda(\xi) d\xi\) into the following Laplace equation in \(\psi\)

\[
\nabla^2 \psi = 0, \quad x \in [0, 1], \quad (2.1a)
\]

\[
-\frac{\partial \psi}{\partial x} = q = \text{const}, \quad x \in [0, 1], \quad (2.1b)
\]

\[
\psi(x = 0) = \int_0^{T_L} \lambda(\xi) d\xi \quad \text{or} \quad \psi(x = 1) = \int_0^{T_R} \lambda(\xi) d\xi. \quad (2.1c)
\]

The solution of the Laplace equation (2.1) is given as

\[
\psi(x) = -qx + \int_0^{T_L} \lambda(\xi) d\xi = \int_0^{T(x)} \lambda(\xi) d\xi \quad (2.2)
\]

or

\[
\psi(x) = -q(x-1) + \int_0^{T_R} \lambda(\xi) d\xi = \int_0^{T(x)} \lambda(\xi) d\xi. \quad (2.3)
\]

For a given thermal conductivity, the temperature distribution can be calculated from these two equations. The intention by Kim [46] is to determine the temperature dependent thermal conductivity \(\lambda\). Therefore, he approximates the thermal conductivity as a linear combination

\[
\lambda(T) \approx \sum_{n=0}^{N} \lambda_n \Phi_n(T), \quad (2.4)
\]

with unknown coefficients \(\lambda_n\) and known functions \(\Phi_n(T)\). He assumes a known type of function for \(\lambda(T)\), e.g. a polynomial which means the known functions are given by
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$\Phi_n(T) = T^n$. The aim is then to identify the unknown coefficients $\lambda_n$ from the known data $(q, T_L, T_R)$. Between the known data $(q, T_L, T_R)$ and the unknown coefficients $\lambda_n$ a relation is established by equalizing equation (2.1c) and (2.2) or (2.3) respectively

\[
\int_0^{T_L} \lambda(\xi) \, d\xi = q + \int_0^{T_R} \lambda(\xi) \, d\xi
\]

\[
\int_{T_L}^{T_R} \lambda(\xi) \, d\xi = -q
\]

(2.5)

and the insertion of (2.4) in the resulting equation (2.5)

\[
-q = \sum_{n=0}^{N} \lambda_n \int_{T_L}^{T_R} \Phi_n(\xi) \, d\xi.
\]

(2.6)

The final linear equation (2.6) can be solved with respect to the coefficients $\lambda_n$.

The problem can be extended to a non-steady state problem and the solution works as well as for the steady-state problem, see Kim et al. [47]. However, to solve this problem for the thermal properties either the thermal diffusivity, i.e. the relation between the thermal conductivity $\lambda(T)$ and the heat capacity $c(T)$, has to be known or two different data measurements are needed, see also [47]. The more complex the equation in the beginning the less applicable is this method. Therefore the method is not applicable for the problem presented in this thesis. But for simple problems this will offer an alternative solution. However, the solution depends on the approximation (2.4) of the thermal conductivity $\lambda(T)$.

Another approach to calculate the material parameters from given temperature measurements can be found in the paper of Sumi and Kuwabara [81] and also in the paper of Sumi and Yanagimura [83]. They focus on the identification of the thermal conductivity for the steady state and the non-steady state heat equation respectively, by comparing different measured temperature distributions. In their calculations they neglect the Helmholtz-term and the heat source and heat sink term. The conductivity distribution, capacity distribution and diffusivity distribution can be determined from six independent measured sets of temperature distributions if either a reference conductivity or a reference capacity is given as initial condition. Using two independent sets of sequential temperature distributions $T_1$ and $T_2$, an equation for the unknown gradient of the logarithm of the conductivity can be derived

\[
\left( \nabla T_1 \frac{dT_2}{dt} - \nabla T_2 \frac{dT_1}{dt} \right) \cdot \nabla \ln k + \left( \nabla^2 T_1 \frac{dT_2}{dt} - \nabla^2 T_2 \frac{dT_1}{dt} \right) = 0.
\]

A drawback of this approach for the problem discussed in this work is the missing heat source and heat sink as well as the requirement of six independent sets of temperature distributions. Furthermore the problem can not be transferred to the identification of the electrical conductivity via a coupled system of PDEs.

In an earlier work, Sumi et al. [82], determine the electrical conductivity via the given
Another early attempt to identify the parameters in a parabolic problem was made by Keung and Zou [44] in 1997. They formulate a fitting type minimization problem whereas they consider the gradient of the difference weighted with the parameter, they wanted to identify. That means they use a weighted $H^1$-semi-norm and obtain the following objective functional

$$J(\lambda) = \frac{1}{2} \int_{T_{\text{fin}} - \epsilon}^{T_{\text{fin}}} \int_{\Omega} \lambda(x) |\nabla(T(\lambda, t) - z)|^2 dx dt + \gamma N(\lambda)$$

with the solution of the parabolic PDE constraints $T(\lambda; t)$, measurements $z$ and the parameter $\lambda(x)$ to be identified and the regularization term

$$N(\lambda) = \int_{\Omega} |\nabla \lambda|^2 dx \quad \text{or} \quad N(\lambda) = \int_{\Omega} |D\lambda|^2.$$

That means they use either the $H^1$-semi-norm or the semi-norm in the space of bounded variations $(\text{BV})$

$$
\text{BV}(\Omega) := \{ \lambda \in L^1(\Omega) | \|\lambda\|_{\text{BV}(\Omega)} < \infty \}
$$

with $\|\lambda\|_{\text{BV}(\Omega)} = \|\lambda\|_{L^1(\Omega)} + \int_{\Omega} |D\lambda|$, where $\int_{\Omega} |D\lambda|$ defines a set and not an integral

$$\int_{\Omega} |D\lambda| := \sup \left\{ \int_{\Omega} \lambda \text{div} g \, dx | g \in \left( C^1_0(\Omega) \right)^d \text{ and } |g(x)| \leq 1 \text{ in } \Omega \right\}.$$

The weight in the objective function requires more accuracy in the fitting for large parameter values. However, in the problem discussed in the present thesis the main problems for the fitting are located at those positions where the parameter is not notably large. Here the problems are rather caused by the values of the temperature. Furthermore, Keung and Zou use in their numerical examples the $L^2$-norm for noisy input data instead of the $H^1$-semi-norm and omit the weighting parameter too. In the present thesis the objective will be formulated in most cases with the $H^1$-norm, which enables to account for both, the difference between the values and the difference between the gradients.

A similar formulation for the objective can be found in [49]. Engl and Zou [17] investigate the stability and convergence rates of the above least squares method with Tikhonov regularization. Whereas the motivation for the paper of Keung and Zou [44] is the numerical identification of physical parameters in parabolic initial boundary value problems.

Further similarities to the present work can be found in the paper of Gänzler et al. [21]. They work on the parameter identification in hyperthermia, i.e. on the identification of the individual perfusion. They use the bio-heat transfer equation to describe the temperature distribution in the body. Additionally, they augment their equation by a
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Helmholtz term to model the cooling of the tissue by blood perfusion. For the optimal control problem they use the following fitting type cost functional

\[ J(T, w) = \frac{1}{2} \| a(T - T_{\text{bas}}) + b(w - w_{\text{bas}}) - m \|_{L^2(\Omega)}^2 + \frac{1}{2} \| w - w_{\text{ref}} \|_W^2 \]

\[- \theta \alpha \int_{\Omega_i} \left( \ln w - \frac{w}{w_{\text{ref}}} \right) dx, \]

(2.7)

with respect to the temperature \( u \) and the perfusion \( w \). Here \( W \) is defined as

\[ W := \{ w \in L^2(\Omega) \mid w|_{\Omega_i} \in H^1(\Omega_i) \text{ for } i = 1, \ldots, n_{\Omega} \}, \text{ with } \Omega = \bigcup_{i=1}^{n_{\Omega}} \Omega_i, \]

where \( n_{\Omega} \) denotes the total number of different tissue types. The different domains for the diverse tissue types are denoted by \( \Omega_i \).

The measured data for the temperature and the perfusion are denoted by \( m \approx a(T - T_{\text{bas}}) + b(w - w_{\text{bas}}) \) where \( T_{\text{bas}} \) and \( w_{\text{bas}} \) are known offsets. These offsets are needed for the modeling since the MRI can measure only changes in the material and no absolute values. That means the difference between a known value and the present value has to be modeled. The problem is solved with a sequential quadratic programming (SQP) method which is tested on a two dimensional test setting from hyperthermia.

The main differences to the problem in the present thesis are based on the PDE system itself and the intention of Gänzler et al.. In the present model we will use a system of PDEs which are coupled via the right hand side, whereas Gänzler et al. [21] model the heat equation with the specific absorption rate (SAR) as heat source on the right hand side. Moreover, Gänzler et al. are interested in the perfusion and the intention of the present work is the identification of the material parameters as e.g. the thermal conductivity or the electrical conductivity.

However, the most analogy to the identification problem in RFA with regard to the application and the mathematical modeling is stated in the paper of Hömberg et al. [38]. They focus on the state-constrained optimal control of the two-dimensional thermistor problem. This includes a quasi-linear coupled system of a parabolic PDE and an elliptic PDE with different types of boundary conditions. The work distinguishes from other studies mainly by the mixed boundary conditions and the non-smooth domains. The difference to the present study is given by the optimization variable. Hömberg et al. optimize with respect to the temperature and the heat source or more precisely the induced current on the outer boundary, whereas the conductivities are given functions. Their paper focuses on the existence of an optimal solution and the discussion and analysis of the state system as well as the adjoint system and the linearized system. It ends up with the application to a two-dimensional real problem from the automotive industry.

Altogether, in the literature there can be found a lot of works considering the modeling of RFA as well as identification problems with PDEs. But to the author’s knowledge there exists no work which investigates the identification of the parameters in the main
part of the PDEs by using a coupled system of PDEs with a coupling term on the right hand side as complex as in the present work. Moreover even most of the existing models for the RFA simplifies or neglect the scaling term needed for the heat source, further details will follow in chapter 3. The identification problem together with the complex model of the RFA implies a lot of difficulties and challenges we will contemplate in the following.
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In this chapter we will derive the mathematical model for the method of RFA. Therefore at first a short description of the treatment with RFA is given. Afterwards we will model the resulting physical effects with the help of partial differential equations (PDEs).

3.1 The method of RFA

The main principle of the treatment is based on heating the malignant tissue by applying electric current to the tissue. The name radio frequency ablation is based on the fact that the introduced current is in the range of high frequency, the so called radio frequencies. The used frequency for RFA is typically about 500 kHz.

For the treatment of hepatic metastases or hepatic tumors a probe with one or more electrodes, which is connected to an electric generator, is placed in the tumor, cf. figure 3.1. The current leads to a heating of the cells around the probe due to the resistance of the tissue. Above a temperature of 60 °C the cells can be considered as destroyed since the proteins of the cells are coagulated and the cells will not regenerate. The aim of the RFA is the destruction of the tumor together with a safety margin to ensure that all malignant tissue is destroyed.

The advantage of the RFA over the resection is that the RFA is minimally invasive and that healthy tissue is preserved. Furthermore tumors placed in the middle of the liver can be destroyed without resection of larger parts of the liver. However, the success of RFA is limited by several factors. The major limitation is that the outcome of the therapy depends highly on the experience of the executing radiologist. An experienced radiologist has the ability to account for example for the cooling effects of the vascular system rather than a radiologist without any or with less experience.

3.2 Modeling of heat propagation

For the mathematical modeling of the method of RFA we need at first a description of the electric potential. Since the wavelength of the electromagnetic waves is large compared with the dimensions of the electrodes and their arrangement the time rate of change for the electrical field can be neglected. Further, the magnetic field which is generated by the changing electrical field can be neglected too, because the magnetic field does not appreciable influence the electrical field. Both is caused by the material properties of the liver and the frequency of about 500 kHz used for RFA [78]. Therefore, we can consider the alternating current as direct current and use the electrostatic laws to formulate the following partial differential equation for the electric potential \( \phi : \Omega \rightarrow \mathbb{R} \).
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Figure 3.1: Schematic figure of the method of RFA with a bipolar probe. On the left the RF generator is depicted and on the right we see the probe, placed in the tumor. Furthermore the temperature distribution, generated by the electric current, is shown.

\[-\text{div}(\sigma(T)\nabla \phi(x)) = 0 \text{ in } \Omega \setminus \Gamma,\]

with \( \Gamma = \Gamma_+ \cup \Gamma_- \). Here, \( \sigma(T) \) denotes the electrical conductivity, depending on the temperature \( T(t,x) \). The computational domain is described by \( \Omega \), whereas the positive and negative electrodes are denoted by \( \Gamma_+ \) and \( \Gamma_- \) respectively. For a more detailed derivation see e.g. [78]. In figure 3.2 a scheme of the domains is depicted.

If we assume an infinite electrical conductivity \( \sigma \) on the electrodes \( \Gamma \), the potential \( \phi \) becomes constant on the electrodes and the gradient of the potential \( \nabla \phi \) becomes zero on the electrodes accordingly. The potential \( \phi \) is set to 1 and -1 on the positive and the negative electrode respectively. Since these are arbitrarily chosen values we have to scale the potential afterwards. For the outer boundary \( \partial \Omega \), the boundary of the computational domain \( \Omega \), another condition is needed. There exist different possibilities to formulate the conditions. Three customarily used conditions are the following:

- **Homogeneous Neumann boundary conditions** \( \nabla \phi \cdot n = 0 \), with the outer normal vector \( n \). This means we assume that there exists no electrical flow at the boundary. This leads to difficulties if we use a monopolar probe, where the second electrode is placed somewhere on the body outside of the computational domain. Therefore, for a monopolar probe we have to choose another boundary condition.

- **Homogeneous Dirichlet boundary conditions** \( \phi = 0 \).
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Figure 3.2: Schematic figure of the domains for the model of the RFA. The tumor is denoted by $\Omega_T$, the vascular system by $\Omega_v$, the probe by $\Omega_{pr}$ and the whole computational domain by $\Omega$. The positive and negative electrodes on the probe are denoted as $\Gamma_+$ and $\Gamma_-$ respectively.

- Robin boundary conditions

$$\nabla \phi \cdot n = \frac{n \cdot (s - x)}{|s - x|^2} \phi.$$  

Here, $s$ denotes the barycenter of the probe and $n$ the outer normal vector. The underlying assumption is that the potential on the outer boundary $\partial \Omega$, i.e. distant from the probe, behaves approximately as the potential $\phi_s$ induced by a point load at the barycenter $s$. The potential $\phi_s$ can be calculated as

$$\phi_s = C \cdot \frac{1}{|s - x|}$$

with a constant $C \in \mathbb{R}$.

The best choice would be the Robin boundary conditions, because of their flexibility regarding the polarity of the probe. However, for the numerical calculations described in the subsequent sections the homogenous Dirichlet conditions will be used. Since all numerical examples are performed with a monopolar probe we do not need the flexibility of the Robin boundary conditions. Altogether, by using the Robin boundary conditions
we obtain the following elliptic boundary value problem

\[ \begin{align*}
-\text{div}(\sigma(T)\nabla \phi(x)) &= 0 \quad \text{in } \Omega \setminus \overline{\Gamma} \\
\phi(x) &= \pm 1 \quad \text{on } \Gamma := \Gamma_+ \cup \Gamma_- \\\n\nabla \phi(x) \cdot n &= \frac{n \cdot (s-x)}{|s-x|^2} \phi(x) \quad \text{on } \partial \Omega
\end{align*} \]  

(3.1)

with the outer normal vector \( n \) on \( \partial \Omega \). If we use Dirichlet conditions the last row changes accordingly.

For the modeling of the temporal and spatial heat distribution we use the so called Bioheat-Transfer-Equation, a parabolic, quasi-linear and inhomogeneous partial differential equation

\[ \rho(T)c(T)\partial_t T(t, x) - \text{div} (\lambda(T)\nabla T(t, x)) = Q(t, x) \quad \text{in } \mathbb{R} \times \Omega. \]  

(3.2)

Again a detailed derivation can be found amongst others in [78]. The thermal parameters \( \rho(T), c(T) \) and \( \lambda(T) \) describe the density, the heat capacity and the thermal conductivity respectively. According to the temporal and spatial distribution of the temperature the thermal parameters can be considered as temporally and spatially distributed as well. The right hand side \( Q(t, x) \) consists of two different terms, a heat source \( Q_{\text{rf}}(x) \) and a heat sink \( Q_{\text{perf}}(t, x) \). In some other works, as e.g. [89] or [15], there is an additional term \( Q_{\text{m}} \) that describes the metabolic heat source. Since this term influences the temperature distribution only marginally, it can be neglected for the calculations.

The heat source \( Q_{\text{rf}}(x) \) is induced by the electric potential \( \phi \). The electrical resistance of the tissue leads to a heating of the tissue up to a value of 100°C and higher. The electrical power density \( P \) can be calculated by the magnitude of the electrical field times the electrical conductivity \( \sigma \)

\[ P = \sigma |\nabla \phi|^2. \]

Since we use arbitrary boundary values for \( \phi \) on the electrodes we need a scaling factor for \( \phi \) and thus also for the power density \( P \). The power \( P_{\text{set}} \) set up at the generator is not the same as the effective power \( P_{\text{eff}} \) in the tissue, due to the impedance matching of electrical appliance. The impedance matches, i.e. the inner and outer resistance is equal, if the efficiency is 50%. In other words the maximal power is achieved if both resistors have the same value. In figure 3.3 the impedance matching and the efficiency for the RFA model are depicted.

For the RFA this impedance matching means that the effective power in the tissue depends on the resistance \( R_I \) of the generator and on the resistance \( R \) of the tissue. In fact we would have to assume various of infinitesimal resistors in the tissue. However, we are not able to model all these resistors and in particular we do not know the circuitry. But we can consider all these infinitesimal resistors as one resistor for the whole domain, since for the series connection as well as for the parallel connection the total amount of resistors \( R = \sum_{k=1}^{N} R_k \) add up to an overall resistance \( R \). For the series connection it is the sum of all resistors \( R = \sum_{k=1}^{N} R_k \) and for the parallel connection the reciprocal of the overall resistance is the sum of the reciprocals of all resistors \( \frac{1}{R} = \sum_{k=1}^{N} \frac{1}{R_k} \). Therefore,
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Figure 3.3: In the left figure the process of the effective power in relation to the maximal power is depicted, depending on the resistance of the tissue $R$. The efficiency is illustrated in the right figure, together with the effective power in relation to the ratio $\frac{RI}{R}$. The setup power is set to $P_{\text{set}} = 22 \text{ kg m}^2\text{s}^{-3}$ and the resistance to $R_I = 70 \Omega$.
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Figure 3.4: Equivalent circuit diagram for the generator and the tissue. The voltage $U_0$ is preset at the generator. The inner resistance of the generator and the resistance of the tissue are denoted by $R_I$ and $R$ respectively.

we do not have to distinguish between series connection and parallel connection and can assume an overall resistance $R$ for the whole tissue.

For the modeling we assume that for a constant setting the generator can be described as a constant voltage source $U_0$ with an inner resistance $R_I$, see equivalent circuit diagram in figure 3.4. Accordingly, we can describe the current flow $I$ by means of the laws for series circuits as $I = \frac{U_0}{R + R_I}$. The resulting effective voltage is

$$U = RI = \frac{RU_0}{R_I + R}.$$ 

The corresponding effective power $P_{\text{eff}}$ is the product of the current flow $I$ and the electrical voltage $U$ between the electrodes, i.e.

$$P_{\text{eff}} = UI = \frac{RU_0}{R + R_I}I = \frac{RU_0^2}{(R + R_I)^2}. \quad (3.3)$$
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However, to calculate \( P_{\text{eff}} \) we need the constant voltage \( U_0 \), which is induced by the generator for the power \( P_{\text{set}} \). Therefore, we assume that \( P_{\text{set}} \) is the maximal achievable power, i.e. the maximal value of \( P_{\text{eff}} \). From the scheme of the impedance matching above we know that the maximum of \( P_{\text{eff}} \) is reached if the inner resistor \( R_I \) equals the outer resistance \( R \) and hence we obtain

\[
P_{\text{set}} = \frac{U_0^2}{4R_I}.
\]

Therewith we can substitute \( U_0 \) in (3.3) and the effective power is given by

\[
P_{\text{eff}} = \frac{4RR_IP_{\text{set}}}{(R + R_I)^2}.
\]

Finally, the effective power needs to be normalized by the whole power \( P_\Omega = \int_\Omega \sigma |\nabla \phi|^2 \, dx \) to achieve the efficiency as scaling factor for the electrical power

\[
Q_{\text{eff}}(t, x) = \frac{P_{\text{eff}}}{P_\Omega} \sigma(T) |\nabla \phi(x)|^2.
\] (3.4)

The resistance \( R \) of the tissue has to be calculated accordingly to the assumed potential on the electrodes. For the case where the potential is set to \( \phi = \pm 1 \) on the electrodes, which add up to a voltage of \( U = 2 \) V between the two electrodes, and \( P = P_\Omega \), we obtain a resistance \( R = \frac{4V^2}{P_\Omega} \). If a monopolar probe is modeled instead, we obtain a voltage of \( U = 1 \) V at the electrode. When the RFA is performed with a monopolar probe, a second electrode is placed somewhere on the body, usually at the patient’s leg. By substituting \( R \) in (3.3) and reformulating the equation we obtain for the scaling term

\[
\frac{P_{\text{eff}}}{P_\Omega} = \frac{4R_I P_{\text{set}}}{(1 + R_I P_\Omega)^2} \quad \text{(3.5)} \quad \frac{P_{\text{eff}}}{P_\Omega} = \frac{16R_I P_{\text{set}}}{(4 + R_I P_\Omega)^2} \quad \text{(3.6)}
\]

for the monopolar probe (3.5) and the bipolar probe (3.6) respectively. This notation is used also in section 5.2.2.

Other groups are dealing in different ways with the modeling of the heat source and the associated scaling problem. Chang [15] does not use any scaling and Watanabe et al. [92] assume a constant value of 35 V on the electrodes. Whereas Chen et al. [16] and Humphries et al. [39] use a simplified scaling term. Another ansatz is pursued by Johnson et al. [42] who calculate the heat source from the electrical current and the probe’s position by using the conservation of charge. This ansatz is performed without solving a PDE for the heat source.

Back to the present model (3.2) and the components of the right hand side, the heat sink \( Q_{\text{perf}}(t, x) \) describes the cooling effect of the vascular system and the blood perfusion due to the capillaries. One possibility to model \( Q_{\text{perf}}(t, x) \) is the approach of Pennes [64] with an additional weighting for the vascular system

\[
Q_{\text{perf}}(t, x) = -\nu(x) (T(t,x) - T_{\text{body}}),
\] (3.7)
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with

\[ \nu(x) = \begin{cases} 
\nu_v \rho_{\text{blood}} c_{\text{blood}}, & \text{for } x \in \Omega_v, \\
\nu_c \rho_{\text{blood}} c_{\text{blood}}, & \text{for } x \notin \Omega_v, \\
0, & \text{for completely coagulated tissue},
\end{cases} \]

where the blood vessels are denoted by \( \Omega_v \). The perfusion coefficient \( \nu \) is set to zero if the tissue is completely coagulated, since there is no blood perfusion possible any longer.

For the non-coagulated tissue the coefficient depends on the blood density \( \rho_{\text{blood}} \) and on the heat capacity of blood \( c_{\text{blood}} \) as well as on the relative blood circulation rate \( \nu_v \) for the vessels and \( \nu_c \) for the capillaries respectively.

Beside this model there exist various other possibilities to model the blood perfusion, see e.g. Arkin et al. [7], where different models are compared. Furthermore there exist other physiological phenomena which can be considered as well, as for example the heat transfer between venous and arterial blood that are close to each other, see e.g. Bowman et al. [13]. In general the more physical and biological effects are included in the model, the outcome maybe more realistic but the more complex and expensive will be the calculations. Thus we will use the above model which accounts for the most important effects without being too complex to solve.

To solve the Bioheat-Transfer-Equation (3.2) we need additional initial values and boundary conditions. As initial condition for the temperature we choose a constant value. For real applications it will be the body temperature \( T_{\text{body}} \). On the outer boundary we choose Neumann boundary conditions, assuming that there will be no heat flow across the boundary. Another possibility is to use Dirichlet boundary conditions instead of Neumann conditions, assuming a constant temperature \( T_{\text{body}} \) on the outer boundary \( \partial \Omega \). The inner boundary, i.e. the probe \( \Omega_{\text{pr}} \), is set to a constant temperature \( T_{\text{probe}} \) too, due to the fact that most probes are cooled internally. If we want to model a non-cooled probe we neglect these boundary conditions and add the probe to the domain \( \Omega \). Altogether for the modeling of the temperature \( T \) during the RFA we achieve the following initial value and boundary value problem:

\[
\begin{align*}
\rho c \partial_t T(t, x) - \text{div} (\lambda \nabla T(t, x)) &= Q_{\text{rf}}(t, x) + Q_{\text{perf}}(t, x) \quad \text{in } \mathbb{R}^+ \times \Omega \setminus \Omega_{\text{pr}}, \quad (3.8a) \\
T(0, x) &= T_{\text{body}} \quad \text{in } \Omega, \\
T(t, x) &= T_{\text{probe}} \quad \text{on } \mathbb{R}^+ \times \Omega_{\text{pr}}, \\
\nabla T(t, x) \cdot n(x) &= 0 \quad \text{on } \mathbb{R}^+ \times \partial \Omega. \quad (3.8b)
\end{align*}
\]

Here, \( \Omega_{\text{pr}} \) denotes the subset of the domain \( \Omega \) which is covered by the probe and \( n \) denotes the outer normal vector on \( \partial \Omega \). The terms \( Q_{\text{rf}} \) and \( Q_{\text{perf}} \) are chosen as in (3.4) and (3.7) respectively.

Considering the whole model, first we have to solve the potential (3.1) and then calculate the heat source (3.4). Afterwards we are able to solve the non-stationary heat equation (3.8) for the temperature \( T \).
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3.3 Material properties

In the previous section we derived the mathematical model for the RFA. However, without the knowledge of the material parameters the model will be of no real avail. In this case, material parameters include the electrical conductivity $\sigma$, the thermal conductivity $\lambda$, the heat density $\rho$, the heat capacity $c$ and the perfusion coefficient $\nu$.

The problem for the dielectric properties and the thermal properties is the lacking knowledge of the exact values and the exact behavior during the ablation. There exist various experiments and studies concerning these properties but they are all limited. The limitations are caused by different problems. The first one is that most experiments are done in vitro and therefore are non-transferable to in vivo, since we have destructions and changes in the materials. Another limitation is that most experiments are conducted with animal tissue, which may differ considerably from human tissue. In the next sections we will take a closer look at these parameters and their impact on the whole system as well as their behavior during time and heating.

3.3.1 Electrical conductivity

The electrical conductivity, generally named $\sigma$, describes a material’s ability to conduct electrical current and is the proportional between the current density $\vec{j}$ and the electrical field strength $\vec{E}$ such that

$$\vec{j} = \sigma \vec{E}.$$ 

The electrical conductivity is the reciprocal of the electrical resistivity and has the SI units $\text{Sm}^{-1}$. For different materials a distinction is drawn between metallic materials with high conductivity, larger than $10^2 \text{S m}^{-1}$, so called conductors, and materials with low conductivity, smaller than $10^{-8} \text{S m}^{-1}$, and high resistivity, so called insulators. For example, silver has the highest conductivity ($62.5 \cdot 10^6 \text{S m}^{-1}$) of any known metal. On the other side, amber has a conductivity smaller than $10^{-16} \text{S m}^{-1}$ and the conductivity of river water lies in the range of $[0.01, \ldots, 0.1] \text{S m}^{-1}$. The third group of classification consists of the so called semiconductors which are materials that are insulators at the absolute zero (0K) but the conductivity increases with increasing temperature. This temperature dependency of the resistivity is an important disparity between metallic conductors and semiconductors. The resistivity of conductors increases with increasing temperature, whereas the resistivity of semiconductors decreases substantial with increasing temperature. These effects are reflected contra wise in the thermal conductivity according to the definition. For some metals the resistivity declines to almost zero for a temperature close to 0 K. Such conductors are called superconductors. The human tissue is a semiconductor with a conductivity somewhere in the range of 0.1 to 0.9 $\text{S m}^{-1}$, based on the results of [33, 56, 89, 74]. The conductivity depends on different factors as specific frequencies of light and particularly temperature. The basic facts about the electrical conductivity are taken from [54].

There have been several studies concerning the electrical conductivity since the second part of the 19th century, see e.g. [36]. An overview of the results during the last century.
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<table>
<thead>
<tr>
<th>Frequency</th>
<th>Tumorous tissue</th>
<th>Surrounding tissue</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 kHz</td>
<td>0.14 ± 0.06 Sm$^{-1}$</td>
<td>0.03 ± 0.01 Sm$^{-1}$</td>
</tr>
<tr>
<td>400 kHz</td>
<td>0.25 ± 0.06 Sm$^{-1}$</td>
<td>0.15 ± 0.03 Sm$^{-1}$</td>
</tr>
</tbody>
</table>

Table 3.1: The values for the electric conductivity with standard deviation, measured ex vivo in human hepatic tumors and surrounding tissue. The values are taken from the paper of Laufer et al. [56].

can be found in [20]. However, the temperature dependency for the dielectrical properties has not been under consideration until the last decades. Most prior studies focus on the frequency dependency and the diverse behavior in different organs and various animals and humans [74, 73]. One of the earlier papers regarding the temperature dependency is the work of Stogryn [80], in the context of remote sensing of the ocean by microwave radiometers. Amongst others, in the medical context the temperature dependency becomes more and more important because of the enhancements in hyperthermia and RFA.

But not only the temperature dependency of the electrical conductivity, as studied e.g. by Kubisz and Marzec [53], Chang [15] and Watanabe et al. [92], but also other aspects concerning the conductivity have been investigated by several authors, as for example the change in the dielectric properties after death, see Surowiec et al. [85]. Another important aspect beside the temperature dependency is, especially in medical treatment, the dependency of the conductivity on the tissue type. Different tissue types do not mean only the distinction between tumorous and healthy tissue but also the age of the tissue, fibrosis of the tissue and the arising necrosis during the ablation or in fact different organs. Appropriate research has been done e.g. by Haemmerich et al. [33] and Pop et al. [66]. Especially the differences in the conductivity for tumorous tissue and for native tissue are significant, see also the work of Laufer et al. [56] and their results depicted in table 3.1. Solazzo et al. [77] investigate not only ex vivo samples but instead consider a model with different types of Agar gel (different types mean different sodium chloride (NaCl) concentration) and the properties of the conductivity especially at the intersections.

Altogether, there exist various influences on the behavior of the electrical conductivity, which are not yet entirely investigated. Nevertheless, we know some influences as the temperature dependency and the tissue dependency, which we should keep in mind if we want to model and to identify the electrical conductivity. Another kind of investigations concerning the electrical conductivity has been done by Chang [15], who compared the effects of the modeling of the electrical conductivity with or without temperature dependence on the simulation of the RFA (cf. section 3.3.3).

3.3.2 Thermal conductivity

A material’s ability to conduct heat is called thermal conductivity. It describes the carriage of thermal energy by heat conduction. The following facts to the thermal
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conductivity are taken from [78] and [54]. The thermal conductivity \(\lambda\) is measured in Watt per Kelvin times meters (W K\(^{-1}\) m\(^{-1}\)). The thermal diffusivity \(\alpha\) measures the rate for the heat diffusion and is defined as the ratio between the thermal conductivity and the product of the specific heat capacity \(c\) and the density \(\rho\)

\[
\alpha = \frac{\lambda}{\rho c}.
\]

The density \(\rho\) has the SI units kilogram per cubic meters (kg m\(^{-3}\)) and the specific heat capacity \(c\) the SI units Joule per kilogram per Kelvin (J kg\(^{-1}\) K\(^{-1}\)).

The thermal conductivity varies for different materials, for example the conductivity for steel is in the range of 45 W K\(^{-1}\) m\(^{-1}\) and for wool it is only 0.04 W K\(^{-1}\) m\(^{-1}\), both at a temperature of 20\(^\circ\)C. For human tissue we have a thermal conductivity between 0.4 to 0.8 W K\(^{-1}\) m\(^{-1}\) [13]. The thermal conductivity \(\lambda\) depends on the temperature as well as the electrical conductivity. However, the temperature dependency of \(\lambda\) for human tissue can be approximated linearly [78]. In contrast, the heat capacity \(c\) can be assumed as constant, at least for temperatures between 0\(^\circ\)C and 100\(^\circ\)C. Whereas the density \(\rho\) depends linearly on the temperature. Valvano et al. [90] describe great differences of the values between the species and also for different organs of one species. Their result for the thermal conductivity in the human lung was \(\lambda = 0.4071\) W m\(^{-1}\) K\(^{-1}\). For the human liver they measured values of \(\lambda = 0.4692\) W m\(^{-1}\) K\(^{-1}\) and for colon cancer at 19\(^\circ\)C they specify a thermal conductivity of \(\lambda = 0.545\) W m\(^{-1}\) K\(^{-1}\). Here the difference between native and tumorous tissue becomes apparent. Also in the work of Bowman et al. [13] plenty of different experimental results are found for the measurement of the thermal conductivity. It comprises in vivo and ex vivo measurements for various animals and human organs as well as measurements in fresh and also frozen tissue. Subsequent results from Bowman [12] are also shown in the book of Stein [78] we comply with in the section for the modeling of the RFA. Altogether, the experiments give us an idea and a direction for the modeling but they can not tell us the truth about the material properties.

3.3.3 Modeling of the material parameters

To provide an RFA-model as realistic as possible we need a mathematical description of the material properties which particularly implies the temperature dependency and the different tissue types. There exist several studies concerning the temperature dependencies of conductivities but only few concerning the influence on the whole system. Furthermore some studies also incorporate the dependence on frequency, as e.g. Haemmerich et al. [33] and Laufer et al. [56], or account additionally for the degree of coagulation, as in the work of Stein [78]. In the following we will focus on the temperature dependency. Chang [15] investigates the behavior of the potential \(\phi\) and the power density \(\sigma |\nabla \phi|^2\) as well as the behavior of the temperature \(T\) subject to the modeling of the electrical conductivity \(\sigma\). He compares four different settings, constant electrical conductivity without tissue perfusion, temperature-dependent electrical conductivity without tissue perfusion,
constant electrical conductivity with tissue perfusion and temperature-dependent electrical conductivity with tissue perfusion. His model for the electrical conductivity is based on the work of Stogryn [80], which represents the electrical conductivity of saline water as a polynomial of fourth degree in the temperature. Despite the fact that the RFA model in the work of Chang [15] is simplified, the results approve a significant influence of the modeling of the electrical conductivity on the outcome of the simulation. Solazzo et al. [77] use a simple linear model with 2% increase of the electrical conductivity per degree celsius. They focus mainly on the effect of different tissue types of the electrical conductivity in a two-compartment Agar-model as well as in the numerical simulation. The model for the electrical conductivity in the work of Pop et al. [66] is more complex than in the previous described models. The conductivity is represented by a polynomial with an exponential term and an integral-term. These terms are needed to account for the heating as well as for the cooling. Stein [78] distinguishes also between the various states of heating and the influence on the material properties. Between 20 °C and 43 °C we have no irreversible changes. Whereas temperatures above 50 °C lead to protein denaturation and therefore to irreversible changes in the material properties. Moreover, the temperature dependency of the thermal conductivity $\lambda(T)$ does not need a modeling as complicated as for the electrical conductivity $\sigma(T)$, it can be modeled as a linear function, as e.g. in [78] or [92]. Watanabe et al. [92] compare three different methods of measuring the thermal conductivity and investigated numerically how the differences in the thermal conductivity affect the temperature distribution $T$. Due to the kind of the measurements, for two methods Watanabe et al. obtain a linear model for the thermal conductivity and for one method, the unsteady hot wire method, the resulting model for the thermal conductivity consists of a linear term for temperatures about 70 °C and an exponential term for $0 \leq T \leq 70 °C$.

In the following we will use a linear model (3.9) for the thermal conductivity $\lambda(T)$ and a polynomial of fourth degree (3.10) to describe the electrical conductivity $\sigma(T)$. Later on, we will use a spatially distributed electrical conductivity to avoid the imprecise modeling and at the same time allow for temperature dependency. The description of the thermal conductivity is given by

$$\lambda(T) = \lambda_{\text{ref}}(1 + \alpha_{\lambda}(T - T_{\text{ref}})), \quad (3.9)$$

with a reference thermal conductivity $\lambda_{\text{ref}} \in \mathbb{R}$, for a reference temperature $T_{\text{ref}}$, and a coefficient $\alpha_{\lambda} \in \mathbb{R}$, based on the investigations of Stein [78]. Whereas the polynomial, used to model the electrical conductivity

$$\sigma(T) = \sigma_0(1 + \sigma_1 T(1 + \sigma_2 T(1 + \sigma_3 T(1 + \sigma_4 T))))), \quad (3.10)$$

with real valued coefficients $\sigma_0, \ldots, \sigma_4 \in \mathbb{R}$ is based on the examinations of Zurbuchen et al. [95]. The coefficients are calculated by fitting a polynomial of fourth degree to measurements of the electrical conductivity from porcine liver, cf. figure 3.5.

Due to different problems in the identification process the temperature dependent electrical conductivity $\sigma(T)$ will be reduced subsequent to a linear model or will be pass on to a spatially distributed parameter. In addition, the approximation of the electrical
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conductivity $\sigma(T)$ with a polynomial of fourth degree is adjusted to the ex-vivo experiments with porcine liver and will most likely not match for humans.

In the computational domain we have to deal with different tissue types as e.g. native liver tissue and tumors. As described above especially tumors and native tissue have different conductivities. Therefore, in fact we should model varying conductivities for the different tissue types. For the modeling of the scaling factor $P_{\text{eff}}$, we assumed an overall resistance $R$ for the whole domain and therewith also an overall electrical conductivity $\sigma = \frac{1}{R}$. But now we will allow for differences in the conductivities of the different tissue types. To account for these differences in the modeling of the material parameters we assume that the material properties are constant for each tissue but differentiate between the diverse tissue types. We distinguish between tumorous tissue, native tissue and the vascular system such that we have three different tissue types with appropriate coefficients for the modeling of the material parameters.

### 3.4 Numerical solution with finite element method

In this section a short introduction to the discretization with finite element method (FEM) will be given as well as the application of the FEM to solve the potential equation (3.1) and the heat equation (3.8) numerically. This section is inspired by the first part of the lecture “Therapy planning with numerical mathematics” [52]. Further explanation on FEM is given e.g. by Braess [14] or Johnson [41].

The method of finite elements is based on the variational formulation of the PDEs and the so-called weak theory. At first we will introduce functional spaces which are differentiable in a weak sense and state some lemmata which are needed in the following. Afterwards the variational formulation of a PDE will be explained.

**Definition 3.1 (Weak derivative)** Let $y \in L^2(\Omega)$ be a function and $\alpha \in \mathbb{N}^n$ a multi-
index. If there exists a function \( y_{\alpha} \in L^2(\Omega) \) such that
\[
\int_{\Omega} y(x) \partial^\alpha v(x) \, dx = (-1)^{|\alpha|} \int_{\Omega} y_{\alpha}(x) v(x) \, dx
\]
holds for all \( v \in C^\infty_0(\Omega) \), then \( y_{\alpha} \) is called weak derivative of order \( \alpha \). This function is denoted by \( y_{\alpha} = \partial^\alpha y \).

With this definition we can now introduce spaces which are differentiable in a weak sense.

**Definition 3.2 (Sobolev space)** Let \( 1 \leq p \leq \infty \), \( k \in \mathbb{N} \). The Sobolev Space \( W^{k,p}(\Omega) \) is defined as the space of all functions \( y \in L^p(\Omega) \), where the weak derivatives \( \partial^\alpha y \) exist for all \( |\alpha| \leq k \) and belong to \( L^p(\Omega) \).

The corresponding norm for \( 1 \leq p < \infty \) is
\[
\|y\|_{W^{k,p}(\Omega)} = \left( \sum_{|\alpha| \leq k} \int_{\Omega} |\partial^\alpha y|^p \, dx \right)^{1/p}.
\]
The norm for \( p = \infty \) is defined as
\[
\|y\|_{W^{k,\infty}(\Omega)} = \max_{|\alpha| \leq k} \|\partial^\alpha y\|_{L^\infty(\Omega)}.
\]
For \( p = 2 \) we set \( H^k(\Omega) := W^{k,2}(\Omega) \) and obtain the Sobolev space
\[
H^k(\Omega) = \{ y \in L^2(\Omega) | \partial^\alpha y \in L^2(\Omega) \text{ for all } |\alpha| \leq k \}
\]
with weak derivative \( \partial^\alpha y \). The associated inner product and norm are as follows
\[
(y, v)_{H^k} = \sum_{|\alpha| \leq k} \int_{\Omega} \partial^\alpha y \partial^\alpha v \, dx, \quad \|y\|^2_{H^k} = \sum_{|\alpha| \leq k} \int_{\Omega} (\partial^\alpha y)^2 \, dx.
\]
The Lebesgue spaces \( L^p(\Omega) \) are also a special case of Sobolev spaces with \( k = 0 \), i.e. \( W^{0,p}(\Omega) = L^p(\Omega) \).

**Lemma 3.1 (Trace lemma)** Let \( \Omega \) be a bounded domain with Lipschitz boundary \( \Gamma \). Then there exists a constant \( c > 0 \) such that
\[
\|v\|_{L^p(\Gamma)} \leq c \|v\|_{W^{1,p}(\Omega)} \quad \text{for all } v \in C^1(\Omega).
\]
This lemma guarantees the existence of linear continuous mapping
\[
\gamma : W^{1,p}(\Omega) \to L^p(\Gamma)
\]
which is called the trace mapping [28], p. 135.
3 Modeling of radio frequency ablation

**Lemma 3.2 (Friedrichs’ inequality)** Let $\Omega \subset \mathbb{R}^n$ be a bounded domain. Then there exists a constant $c > 0$ such that

$$
\|v\|_{L^2(\Omega)} \leq c |v|_{W^{1,2}(\Omega)} \quad \text{for all } v \in H^1_0(\Omega).
$$

(3.11)

The inequality (3.11) is known as Friedrichs’ inequality or Poincaré-Friedrichs’ inequality [28], p. 136.

The following theorem states that there is a unique solution of the PDE problem in a weak formulation under specified conditions, e.g. [24], p. 83.

**Theorem 3.3 (Lax-Milgram)** Let $H$ be a Hilbert space, $l(\cdot)$ be a continuous linear functional on $H$ and $a(\cdot, \cdot)$ a continuous elliptic bilinear form on $H$. Then, for any $v \in H$, there exists a unique solution $y \in H$ such that $a(y, v) = l(v)$.

For the variational formulation the PDEs are multiplied with a so called test function $v$ and integrated over the whole domain $\Omega$. We will illustrate this by a simplified PDE with homogeneous boundary values

$$
-\nabla \cdot (p(x) \nabla y(x)) = f(x) \quad \text{in } \Omega, \quad (3.12a)
$$

$$
y(x) = 0 \quad \text{on } \Gamma_1, \quad (3.12b)
$$

$$
\nabla y(x) \cdot n(x) = 0 \quad \text{on } \Gamma_2, \quad (3.12c)
$$

with an open bounded computational domain $\Omega \in \mathbb{R}^n$, a piecewise smooth boundary domain $\Gamma = \Gamma_1 \cup \Gamma_2$, $\Gamma_2$ open in $\Gamma$, and a given function $f \in L^2(\Omega)$. The outer normal vector is denoted by $n(x)$ and $p(x) \in L^\infty(\Omega)$ represents the parameters.

To apply the existing theory to the present problem we define an appropriate space $H$

$$
H(\Omega) := \{ y \in H^1(\Omega) | y|_{\Gamma_1} = 0 \},
$$

The choice of $H$ is reasonable since the existence of $y|_{\Gamma_1}$ can be proved by the Trace Lemma 3.1.

Multiplying (3.12a) with the test function $v(x) \in H(\Omega)$ and integrating over $\Omega$ leads to

$$
-\int_\Omega \nabla \cdot (p(x) \nabla y(x)) \ v(x) \ dx - \int_\Omega f(x) \ v(x) \ dx = 0.
$$

By utilizing partial integration and under the assumption that $y \in H(\Omega)$ solves the problem (3.12) and $v \in H(\Omega)$ satisfies at least the Dirichlet-condition on $\Gamma_1$ we obtain

$$
\int_\Omega p(x) \nabla y(x) \cdot \nabla v(x) \ dx - \int_\Omega f(x) \ v(x) \ dx = 0. \quad (3.13)
$$

By defining the linear form $l(\cdot)$ and the bilinear form $a(\cdot, \cdot)$ on $H(\Omega)$ as follows

$$
l(v) = \int_\Omega f v \ dx, \quad a(y, v) = \int_\Omega p \nabla y \cdot \nabla v \ dx,
$$

(3.14)
we can rewrite (3.13) as

\[ a(y, v) = l(v) \quad \text{for all } v \in H(\Omega). \]

To apply the theorem of Lax-Milgram, Theorem 3.3, to the above PDE (3.12) we have to verify the preconditions of the theorem. The space \( H(\Omega) \) is as closed subspace of \( H^1(\Omega) \) a closed spaced, i.e. a Hilbert space. The remaining assumptions of the Lax-Milgram theorem are the continuity of the linear form \( l(\cdot) \) and the continuity and ellipticity of the bilinear form \( a(\cdot, \cdot) \).

For the continuity of \( l(\cdot) \) we need at least \( f \in L^2(\Omega) \)

\[ |l(v)| = \left| \int_\Omega v f \, dx \right| \leq \|v\|_{L^2(\Omega)} \|f\|_{L^2(\Omega)} \leq \|v\|_{H^1(\Omega)} \|f\|_{L^2(\Omega)}. \]

To show the continuity of the bilinear form \( a(y, v) \) we need at least \( p \in L^\infty(\Omega) \)

\[ |a(y, v)| = \left| \int_\Omega p \nabla y \cdot \nabla v \, dx \right| \leq \|p\|_{L^\infty(\Omega)} \int_\Omega |\nabla y| |\nabla v| \, dx \leq \|p\|_{L^\infty(\Omega)} \|y\|_{H^1(\Omega)} \|v\|_{H^1(\Omega)}. \]

If we can assure a positive parameter \( p \geq p_0 > 0 \) we have

\[ a(v, v) = \int_\Omega p (\nabla v)^2 \, dx \geq p_0 \int_\Omega (\nabla v)^2 \, dx = p_0 \|v\|^2_{H^1(\Omega)}, \]

with the semi-norm in \( H^1(\Omega) \). With the so called Friedrichs’ inequality, Lemma 3.2,

\[ \|v\|_{L^2(\Omega)} \leq c |v|_{H^1(\Omega)}, \quad \text{where } c \text{ depends only on } \Omega, \]

we obtain also the ellipticity if the part of the boundary with Dirichlet conditions has positive \((n-1)\) - dimensional Lebesgue-measure. In the case of the RFA this part of the boundary describes the surface of the electrodes which fulfills the conditions. Therefore we have

\[ a(v, v) \geq p_0 |v|^2_{H^1(\Omega)} \]

\[ = p_0 \frac{1}{2} |v|^2_{H^1(\Omega)} + p_0 \frac{1}{2} |v|^2_{H^1(\Omega)} \]

\[ \geq p_0 \frac{1}{2} |v|^2_{H^1(\Omega)} + p_0 \frac{1}{2} \|v\|^2_{L^2(\Omega)} \]

\[ \geq \min\{p_0 \frac{1}{2}, p_0 \frac{1}{c^2} \} \left( |v|^2_{H^1(\Omega)} + \|v\|^2_{L^2(\Omega)} \right) \]

\[ \geq \alpha \|v\|^2_{H^1(\Omega)}, \quad \text{with } \alpha > 0. \]

Altogether, the assumptions of the theorem are fulfilled and there is a unique \( y \in H(\Omega) \) such that \( a(y, v) = l(v) \) for all \( v \in H(\Omega) \). This \( y \) is called weak solution of the boundary
value problem (3.12). If we have additionally \( y \in C(\Omega) \cap C^2(\Omega), \ p \in C(\Omega) \cap C^1(\Omega) \) and \( f \in C(\Omega) \), \( y \) is also a strong solution.

In the model of the RFA we are also interested in modeling a discontinuous parameter \( p(x) \). In the following we assume that the parameter \( p \) has jumps along a smooth interface \( M \) and that this interface divides the domain \( \Omega \) into two open domains \( \Omega_1 \) and \( \Omega_2 \), i.e. \( \Omega = \Omega_1 \cup \Omega_2 \). Additionally we assume that the functions \( y_1 := y|_{\Omega_1} \) and \( y_2 := y|_{\Omega_2} \) can be continuously continued on the interface \( M \). Let \( y \) be a weak solution of (3.12) which is globally continuous and \( C^2 \) in both domains \( \Omega_1 \) and \( \Omega_2 \). Let the solution also be \( C^1 \) continuable on \( M \) from both sides. The solution \( y \) is a strong solution at the interior of \( \Omega_1 \) and \( \Omega_2 \).

Let \( v \in C^\infty_0(\Omega) \) be a test function, then

\[
0 = \int_\Omega p \nabla y \cdot \nabla v \, dx - \int_\Omega f v \, dx
= \int_{\Omega_1} (p_1 \nabla y_1 \cdot \nabla v - f v) \, dx + \int_{\Omega_2} (p_2 \nabla y_2 \cdot \nabla v - f v) \, dx
= \int_{\Omega_1} (-\text{div}(p_1 \nabla y_1)v - f v) \, dx + \int_{\partial \Omega_1} p_1 \nabla y_1 \cdot n_{\Omega_1} v \, ds
+ \int_{\Omega_2} (-\text{div}(p_2 \nabla y_2)v - f v) \, dx + \int_{\partial \Omega_2} p_2 \nabla y_2 \cdot n_{\Omega_2} v \, ds,
\]

with the outer normal vectors \( n_{\Omega_1} \) and \( n_{\Omega_2} \) for the domains \( \Omega_1 \) and \( \Omega_2 \) respectively. Since \( y_1 \) and \( y_2 \) are strong solutions in \( \Omega_1 \) and \( \Omega_2 \) respectively, the corresponding integrals are omitted. Hence the boundary integrals reduce to the integral over the manifold \( M \) since \( v \) disappears at the remaining boundary. The whole expression reduces with the outer normal \( n_M = n_{\Omega_1} = -n_{\Omega_2} \) on \( M \) to

\[
0 = \int_M (p_1 \nabla y_1 - p_2 \nabla y_2) \cdot n_M \, v \, ds.
\]

With the arbitrary \( v \) we have the pointwise jump condition

\[
(p_1 \nabla y_1 - p_2 \nabla y_2) \cdot n_M = 0
\]

at the interface \( M \). This gives us the same expression as we would obtain in the strong case with a discontinuous parameter. In both cases the jump condition constitutes an additional constraint to the system. Nevertheless, this illustrates that the weak formulation with the additional assumption of global continuity and \( C^2 \) in the two domains \( \Omega_1 \) and \( \Omega_2 \) is a better representation of the model than the strong one. The original formulation (3.12) is valid only for continuous parameter functions since otherwise \( p(x) \nabla y(x) \) would not be differentiable. Whereas in the weak formulation (3.13) certain discontinuities of the parameters are permitted.

In a more general case we look at the PDE system with inhomogenous Dirichlet bound-
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ary conditions on $\Gamma$, i.e. $y(x) = g(x)$ instead of the homogenous condition (3.12b). To solve this modified problem we determine any function $y_0 \in H^1(\Omega)$ which fulfills the new boundary conditions but not necessarily solves the PDE (3.12a). Further we look at the resulting boundary problem for the difference $\tilde{y} = y - y_0$:

\begin{align*}
-\nabla \cdot (p(x)\nabla \tilde{y}(x)) &= f(x) + \nabla \cdot (p(x)\nabla y_0(x)) &\text{in } \Omega, \\
\tilde{y}(x) &= 0 &\text{on } \Gamma_1, \\
\nabla \tilde{y}(x) \cdot n(x) &= 0 &\text{on } \Gamma_2, \quad (3.15)
\end{align*}

with the outer normal $n(x)$.

Altogether we obtain a problem in the form of (3.12), which can be solved as described before. Afterwards we calculate $y = \tilde{y} + y_0$ and obtain the solution of the original problem with inhomogenous boundary conditions. The same method can be applied to the potential equation (3.1).

For the solution of the instationary heat equation (3.8) we need additional strategies to handle the time dependency. A common practice to solve instationary PDE is to solve piecewise in time. We will discuss this on the basis of the following parabolic problem, a generalized form of the heat equation (3.8)

\begin{equation}
\mu(x)\partial_t y(t, x) - \nabla \cdot (p(x)\nabla y(t, x)) = f(t, x) \text{ in } \mathbb{R}^+ \times \Omega, \quad (3.16)
\end{equation}

with appropriate boundary conditions.

At first we choose a time step size $\tau > 0$ and calculate an approximation $y^n(x), n \in \mathbb{N}$, for the solution $y(n\tau, x)$. To calculate the time derivative we use for example an implicit Euler method such that the derivative becomes

$$
\partial_t y(n\tau, x) \approx \frac{y^n(x) - y^{n-1}(x)}{\tau}, \quad n \in \mathbb{N}.
$$

Thus, if the solution $y^{n-1}(x)$ is known, the equation (3.16) can be approximated as follows

\begin{equation}
\frac{1}{\tau} \mu(x) (y^n(x) - y^{n-1}(x)) - \nabla \cdot (p(x)\nabla y^n(x)) = f(n\tau, x), \quad n \in \mathbb{N}. \quad (3.17)
\end{equation}

As weak formulation of (3.17) we obtain for a test function $v \in H^1(\Omega)$

\begin{equation}
\int_{\Omega} \mu \partial y^n \cdot \nabla v \, dx + \int_{\Omega} \mu y^n v \, dx = \int_{\Omega} \left( \frac{\mu}{\tau} (y^{n-1} + f) \right) v \, dx, \quad n \in \mathbb{N}.
\end{equation}

This can be brought into the abstract form $a(y, v) = l(v)$ by using the following bilinear form $a(\cdot, \cdot)$ and linear form $l(\cdot)$ and the approximated solution $y = y^n$ in the $n$-th time step

$$
a(y, v) = \int_{\Omega} \mu \partial y \cdot \nabla v \, dx + \int_{\Omega} \frac{\mu}{\tau} y v \, dx, \quad l(v) = \int_{\Omega} \left( \frac{\mu}{\tau} (y^{n-1} + f) \right) v \, dx, \quad n \in \mathbb{N}.
$$
As in the elliptic case, the theorem of Lax-Milgram can be applied and the system can be solved with FEM as described in the next section. Moreover, we can translate the system to a system with inhomogenous boundary conditions in the same manner as described for the elliptic problem.

### 3.4.1 Spatial discretization with finite elements

This section will provide a short insight in the method of finite elements. The FEM is a special case of the so called Ritz-Galerkin method. The basic idea is the approximation of the solution \( y \in H \) by a function \( y_h \in V_h \) in an appropriate finite dimensional subspace \( V_h \subset H \). This means we have to determine a function \( y_h \in V_h \) such that

\[
a(y_h, v_h) = l(v_h) \quad \text{for all } v_h \in V_h.
\]

The existence and uniqueness of such a function \( y_h \) is given by the theorem of Lax-Milgram, since all assumptions are translated to the subspace \( V_h \).

**Lemma 3.4 (Céa)** For \( y \in H \) and \( y_h \in V_h \) we have

\[
\|y - y_h\|_H \leq \frac{C}{\alpha} \inf_{v_h \in V_h} \|y - v_h\|_H,
\]

where \( C \) and \( \alpha \) denote the constants from the continuity and the ellipticity of the bilinear form \( a \).

This means that the approximated solution \( y_h \) reaches the best possible solution in the subspace \( V_h \) as close as possible. It is worse only by a factor of \( \frac{C}{\alpha} \).

A generalization of Céa’s lemma is given by the lemma of Strang. It is needed in those cases where the finite element space is not a subspace of the corresponding Sobolev space of an elliptic problem. Beside the approximation error the consistency error occurs. The consistency verifies if the given problem is solved effectively. The following first lemma of Strang is described e.g. in [14] (lemma 1.1, p. 100) or [28] (lemma 4.52, p. 244).

**Lemma 3.5 (Strang)** Let \( V_h \subset H \) be a finite dimensional subspace and \( a_h(\cdot, \cdot) \) a uniform elliptic bilinear form, i.e.

\[
a_h(v_h, v_h) \geq \alpha \|v_h\|^2_H, \quad \alpha > 0, \; v_h \in V_h,
\]

where \( \alpha \) does not depend on \( h \). Further \( l_h(\cdot) \) denotes a linear form on \( V_h \). Then there exists a constant \( c > 0 \) such that

\[
\|y - y_h\| \leq c \left( \inf_{v_h \in V_h} \{\|y - y_h\| + \sup_{w_h \in V_h} \frac{|a(v_h, w_h) - a_h(v_h, w_h)|}{\|w_h\|} + \sup_{w_h \in V_h} \frac{l(w_h) - l_h(w_h)}{\|w_h\|} \right).
\]

The constant \( c \) is independent of \( h \).
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That means that the approximation \( y_h \) matches the best possible solution in \( V_h \) as good as possible under the additional consideration of the error in the linear form and the bilinear form. The first term is called approximation error, whereas the last two terms constitute the consistency error.

To solve the discrete problem (3.18) we use a basis \( (\varphi_1, \ldots, \varphi_N) \) of the \( N \)-dimensional subspace \( V_h \subset H \). We replace the test function with the elements of the basis. Further we describe \( y_h \) as linear combination of the basis functions

\[
y_h = \sum_{i=1}^{N} y_i \varphi_i. \tag{3.19}
\]

Altogether the equation (3.18) becomes

\[
a \left( \sum_{i=0}^{N} y_i \varphi_i, \varphi_j \right) = \sum_{i=0}^{N} y_i a(\varphi_i, \varphi_j) = l(\varphi_j) \quad \text{for all } j \in \{1, \ldots, N\}.
\]

Therewith the discrete problem is equivalent to a system of linear equations

\[
L \vec{y} = \vec{b},
\]

with

\[
L = \begin{pmatrix}
a(\varphi_1, \varphi_1) & \ldots & a(\varphi_1, \varphi_N) \\
\vdots & \ddots & \vdots \\
a(\varphi_N, \varphi_1) & \ldots & a(\varphi_N, \varphi_N)
\end{pmatrix}, \quad \vec{y} := \begin{pmatrix} y_1 \\
\vdots \\
y_N \end{pmatrix} \quad \text{and} \quad \vec{b} := \begin{pmatrix} l(\varphi_1) \\
\vdots \\
l(\varphi_N) \end{pmatrix}.
\]

The matrix \( L \) is positive definite and symmetric, since the used bilinear form \( a(y, v) \) is symmetric and elliptic. The actual structure of the matrix depends on the choice of the basis functions. Therefore it makes sense to choose a basis such that the matrix structure is sparse. In the following \( \vec{y} \) will always denote the coefficient vector of the linear combination for \( y_h \).

To solve the PDE in the model we cover the domain \( \Omega \) with a three dimensional uniform cartesian grid \( G \). That means the domain is divided into a finite number of subdomains \( S_k \subset \Omega, k = 1, \ldots, N \), the finite elements, with

\[
G = \bigcup_{k=1}^{N} S_k.
\]

Further, \( V_h \) is defined as the subspace of all globally continuous functions \( v_h \) which are piecewise trilinear on the elements \( S_k, k = 1, \ldots, N \). The functions \( v_h \in V_h \) are uniquely determined by the values at the supporting points. If all supporting points, where \( v_h \) is not equal to zero according to the Dirichlet boundary conditions, are numbered serially...
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by \( x_1, \ldots, x_n, n \in \mathbb{N} \), a basis of \( V_h \) is given by

\[
\phi_i(x_j) = \delta_{ij} = \begin{cases} 
1, & i = j, i, j = 1, \ldots, n, \\
0, & i \neq j, i, j = 1, \ldots, n.
\end{cases}
\]

These functions have a small support and therefore the matrix \( L \) has a sparse structure. To calculate the entries of \( L \), e.g. for the generalized form (3.12), we assume that the parameter \( p(x) \) is constant for each element \( S_k, k = 1, \ldots, N \), of the grid \( G \). That means we define \( p(x) \equiv p_{S_k} \) for \( x \in S_k, k = 1, \ldots, N \). Under this assumption we obtain

\[
L^p_{ij} = a(\phi_i, \phi_j) = \int_{\Omega} p \nabla \phi_i \cdot \nabla \phi_j \, dx \approx \sum_{S_k} p_{S_k} \int_{S_k} \nabla \phi_i \cdot \nabla \phi_j \, dx, \quad i, j = 1, \ldots, n,
\]

for all elements \( S_k, k = 1, \ldots, N \). Hence it will suffice to calculate the local integrals \( \int_{S_k} \nabla \phi_i \cdot \nabla \phi_j \) for all functions \( \phi_i, \phi_j, i, j = 1, \ldots, n \). The results will give us the so called stiffness matrix. Analogously we can calculate the mass matrix from the linear form, i.e. the local integrals \( \int_{S_k} \phi_i \cdot \phi_j \, dx \) for all functions \( \phi_i, \phi_j, i, j = 1, \ldots, n, k = 1, \ldots, N \). Hence the PDEs reduce to systems of linear equations with stiffness matrix and mass matrix. For example, the PDE (3.12a) reduces to

\[
L^p \vec{y} = M \vec{f},
\]

where \( L^p \) denotes the stiffness matrix with weighting parameter \( p \) and \( M \) denotes the mass matrix without any special weighting function.

Applying the method of finite elements to the modeling of RFA we first solve the potential equation (3.1) and afterwards the bio-heat equation (3.8), since the potential is needed to calculate the right hand side \( Q_{\text{rf}} \) of the bio-heat equation. For the FEM the mass matrix \( M \) and the stiffness matrices \( L^\sigma \) and \( L^\lambda \) are used, where \( L^\sigma \) denotes the stiffness matrix weighted with the electrical conductivity \( \sigma \) and \( L^\lambda \) denotes the stiffness matrix weighted with the thermal conductivity \( \lambda \). In the heat equation the mass matrix is also weighted with the weighting factor for the blood perfusion \( \nu \) (cf. (3.7)) and the product \( \rho c \) of the density \( \rho \) and the heat capacity \( c \), divided by the time step size \( \tau \). The matrices can be calculated by integration rules as e.g. quadrature formulas. The inhomogeneous Dirichlet conditions are incorporated as described in (3.15). That means for the potential \( \phi \) we solve for \( \tilde{\phi} := \phi - g \) instead, where \( g \) fulfills the Dirichlet conditions at the electrodes. For the temperature we solve for \( \tilde{T} := T - b \) instead, where \( b \) satisfies the condition \( b = T_{\text{body}} \) at the probe \( \Omega_{\text{pr}} \). Afterwards the proper functions are obtained by subtracting the boundary conditions again. The Neumann conditions at the outer boundary are included in the stiffness and mass matrix.

The whole process with FEM discretization is summarized in the following algorithm.
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Figure 3.6: Simulation result for a cluster of three coupled probes (from the left) and a tumor (blue) in the vicinity of the vascular system (yellow). The simulated 60°C temperature iso-surface is depicted in red. Due to the cooling effect of the vessels the tumor is not completely destroyed. The picture is published in the paper of Preusser and Peitgen [67].

Algorithm 1

1. Solve the potential equation (3.1) with homogeneous Dirichlet conditions on the outer boundary by discretization with FEM and \( \tilde{\phi} := \tilde{\phi} - \tilde{g} \)

   \[
   L^\sigma \tilde{\phi} = L^\sigma \tilde{g}.
   \]  

2. Calculate the heat source \( \tilde{Q}_{rf} \) for the right hand side of the heat equation (3.8) in a discrete form

   \[
   \tilde{Q}_{rf} = \frac{P_{\text{eff}}}{P_{\Omega}} \tilde{\sigma} |\nabla \tilde{\phi}|^2.
   \]

3. Solve the bio-heat transport equation (3.8) with implicit Euler method for the time derivative (cf. (3.17)) and FEM for discretization in space. Due to the inhomogeneous boundary conditions for a cooled probe it is solved for \( \tilde{T} = \tilde{T} - \tilde{b} \)

   \[
   L^\lambda \tilde{T} + M \tilde{\tau}^{-\nu} \tilde{T} = M \tilde{Q}_{rf} - M \tilde{\nu} T_{\text{body}} + L^\lambda \tilde{b} + M \tilde{\tau} T^{n-1}.
   \]  

Since the stiffness matrix and the mass matrix are symmetric and positive definite by construction we can apply a conjugate gradient method to solve (3.20) and (3.21). The electric field \( \nabla \phi \) in step 2 is calculated with central differences.

The simulation result for a cluster of three coupled probes is shown in figure 3.6.
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3.4.2 Non-matching Banach-spaces

To model the RFA we need the coupled system of PDEs (3.1) and (3.8). Even though the computational domain \( \Omega \setminus \Gamma \) of the present problem is not convex because of the electrodes we know from standard finite element methods that the potential equation (3.1) has a unique solution \( \phi \in H^1(\Omega \setminus \Gamma) \), e.g. Großmann and Roos [28] or Braess [14]. To calculate the temperature distribution we need the expression \(|\nabla \phi|^2|\) in the source term \( Q_{rf} \) on the right hand side of the bio-heat transport equation (3.8). However, the problem is that for \( \phi \in H^1(\Omega \setminus \Gamma) \) we know \(|\nabla \phi|^2|\in L^1(\Omega \setminus \Gamma)\) but a right hand side in \( L^1(\Omega \setminus \Gamma) \) does not assure a unique solution. Under some assumptions it can be shown that \( \phi \) is also in \( H^2(\Omega \setminus \Gamma) \) and hence \(|\nabla \phi|^2|\in L^2(\Omega \setminus \Gamma)\), see [24]. However, in the present case the solution fails to be in \( H^2(\Omega \setminus \Gamma) \) since this result requires a boundary in \( C^2(\Omega \setminus \Gamma) \). But due to the electrodes the boundary is not as smooth as required. Therefore, we have to look more precisely at the regularity of the solution \( \phi \) to assure a unique solution of the heat equation. The following results are based on [50] and a similar proof can be found in the paper of Antontsev et al. [6].

The following lemma is needed for the proof additionally to the lemmata and theorems stated above.

**Lemma 3.6** Let \( u \in W^1(\Omega) \). Then \( u^+, u^- \), \(|u| \in W^1(\Omega) \), with

\[
    u^+ := \max\{u, 0\}, \quad u^- := \min\{u, 0\} \quad \text{and} \quad |u| := u^+ - u^-.
\]

This lemma is stated and proved in Gilbarg and Trudinger [24], p. 152.

To assure a unique solution for an elliptic PDE the right hand side needs only to be in \( H^{-1}(\Omega \setminus \Gamma) \), the dual space of \( H^1_0(\Omega \setminus \Gamma) \). That means it is sufficient to show \(|\nabla \phi|^2| \in H^{-1}(\Omega \setminus \Gamma) \). Let us consider (3.1) in a weak form and with generalized boundary conditions \( h \in L^\infty(\partial \Omega), h \geq 0 \),

\[
    \int_{\Omega \setminus \Gamma} \sigma \nabla \phi \nabla v \, dx = - \int_{\partial \Omega} \sigma h v \, ds \quad (3.22)
\]

for every \( v \in H(\Omega \setminus \Gamma) := \{ v \in H^1(\Omega \setminus \Gamma) | v|_{\partial \Gamma} = 0 \} \).

We can split \( \phi \) as follows \( \phi = \tilde{\phi} + \phi_0 \) with \( \tilde{\phi} \in H(\Omega \setminus \Gamma), \phi_0 \in C^\infty(\overline{\Omega} \setminus \Gamma) \) and \( \nabla \phi_0 \) has compact support in \( \Omega \setminus \Gamma \). This splitting is not unique but for the following results a unique splitting is not necessary. For the following we assume \( \sigma \in L^\infty(\Omega \setminus \Gamma) \) with \( \sigma \geq \sigma_0 > 0 \). The electrical power density \( q := \sigma |\nabla \phi|^2| \) can be written as

\[
    q = \sigma \left( \nabla \phi_0 \cdot \nabla \phi_0 + 2 \nabla \phi_0 \cdot \nabla \tilde{\phi} + \nabla \tilde{\phi} \cdot \nabla \tilde{\phi} \right).
\]

The aim is to show that the right hand side is in \( H^{-1}(\Omega \setminus \Gamma) \), i.e. we want to show \( q \in H^{-1}(\Omega \setminus \Gamma) \). The first two terms are in \( L^2(\Omega \setminus \Gamma) \), thus we can restrict our investigations to the last term \( \nabla \tilde{\phi} \cdot \nabla \tilde{\phi} \). Since \( C^\infty(\overline{\Omega} \setminus \Gamma) \) is dense in \( H^1(\Omega \setminus \Gamma) \) we can approximate
functions in $H^1(\Omega \setminus \Gamma)$ with functions in $C^\infty(\Omega \setminus \Gamma)$. The dual space $H^{-1}(\Omega \setminus \Gamma)$ includes all linear and continuous functionals on $H^1(\Omega \setminus \Gamma)$, hence it is sufficient to show
\[
\left| \int_{\Omega \setminus \Gamma} \sigma |\nabla \phi|^2 w \, dx \right| \leq C \| w \|_{H^1(\Omega \setminus \Gamma)}, \quad w \in C^\infty \left( \Omega \setminus \Gamma \right).
\] (3.23)

The integral above is defined since $w$ is bounded and $|\nabla \phi|^2 \in L^1(\Omega \setminus \Gamma)$. Therefore, we can start to estimate the integral
\[
\left| \int_{\Omega \setminus \Gamma} \sigma |\nabla \phi|^2 w \, dx \right| = \left| \int_{\Omega \setminus \Gamma} \sigma \nabla \phi \cdot \left( \nabla \phi w \right) \, dx \right| \\
\leq \left| \int_{\Omega \setminus \Gamma} \sigma \nabla \phi \cdot \nabla (\phi w) \, dx \right| + \left| \int_{\Omega \setminus \Gamma} \phi \sigma \nabla \phi \cdot \nabla w \, dx \right|.
\] (3.24)

For further estimation we look at the first summand to begin with. Since we know $\phi w \in H(\Omega \setminus \Gamma)$, the weak formulation of the potential equation (3.22) with test function $v = \phi w$ leads to
\[
\left| \int_{\Omega \setminus \Gamma} \sigma \nabla \phi \cdot \nabla (\phi w) \, dx \right| \leq \left| \int_{\Omega} \sigma \nabla \phi_0 \cdot \nabla (\phi w) \, dx \right| + \left| \int_{\partial \Omega} \phi \sigma h \phi w \, ds \right| \\
\leq \| \sigma \|_{L^\infty(\Omega \setminus \Gamma)} \| \phi_0 \|_{C^1(\Omega \setminus \Gamma)} \int_{\Omega} |\phi \nabla w + w \nabla \phi| \, dx \\
+ \| \sigma \|_{L^\infty(\Omega \setminus \Gamma)} \| h \|_{L^\infty(\Omega \setminus \Gamma)} \int_{\partial \Omega} |\phi w| \, ds \\
\leq 2 \| \sigma \|_{L^\infty(\Omega \setminus \Gamma)} \| \phi_0 \|_{C^1(\Omega \setminus \Gamma)} \| \phi \|_{H^1(\Omega \setminus \Gamma)} \| w \|_{H^1(\Omega \setminus \Gamma)} \\
+ \| \sigma \|_{L^\infty(\Omega \setminus \Gamma)} \| h \|_{L^\infty(\Omega \setminus \Gamma)} \| \phi \|_{H^1(\Omega \setminus \Gamma)} \| w \|_{H^1(\Omega \setminus \Gamma)},
\]

where the Trace Lemma 3.1 has been used to estimate the boundary integral.

If we are able to show that $\phi \in L^\infty(\Omega \setminus \Gamma)$, the second summand of the integral inequality (3.24) can be estimated as follows
\[
\left| \int_{\Omega \setminus \Gamma} \phi \sigma \nabla \phi \cdot \nabla w \, dx \right| \leq \| \phi \|_{L^\infty(\Omega \setminus \Gamma)} \| \sigma \|_{L^\infty(\Omega \setminus \Gamma)} \| \phi \|_{H^1(\Omega \setminus \Gamma)} \| w \|_{H^1(\Omega \setminus \Gamma)}.
\]

Therefore, let
\[
v = \max\{ \phi - 1, 0 \} \geq 0.
\] (3.25)
If we show that $v = 0$ almost everywhere this will imply $\phi \leq 1$ almost everywhere. If analogously $\phi \geq -1$ is shown we obtain finally $\phi \in L^\infty(\Omega \setminus \Gamma)$ and since $\phi = \bar{\phi} + \phi_0$ also $\bar{\phi} \in L^\infty(\Omega \setminus \Gamma)$.

From Lemma 3.6 we know $v \in H^1(\Omega \setminus \Gamma)$ for $v$ defined as in (3.25) and $v = 0$ on $\partial \Gamma$ since there we have $\phi - 1 = 0$ or $\phi - 1 = -2$ due to the chosen values of $+1$ and $-1$ at the electrodes. Therefore, it follows that $v \in H(\Omega \setminus \Gamma)$ and we may apply the weak form of the potential equation to $v$. Hence, from the definition of $v$ we know $\nabla v = 0$ for those regions where $v = 0$ and $\nabla v = \nabla \phi$ everywhere else. Therewith, we get from the weak form (3.22) the following inequality

$$\int_{\Omega \setminus \Gamma} \sigma \nabla v \cdot \nabla v \, dx \leq 0.$$ 

With $\sigma \geq \sigma_0 > 0$ we obtain $|v|_{H^1(\Omega \setminus \Gamma)} = 0$ and it follows $\|v\|_{L^2(\Omega \setminus \Gamma)} = 0$ with the Friedrichs' inequality (3.11). This last result implies that $v = 0$ almost everywhere and hence $\phi \in L^\infty(\Omega \setminus \Gamma)$ and therewith also $\bar{\phi} \in L^\infty(\Omega \setminus \Gamma)$.

Altogether by proving the estimate (3.23) we showed that $q \in H^{-1}(\Omega \setminus \Gamma)$ and this implies that the source term $Q_{rf}$ of the heat equation is in $H^{-1}(\Omega \setminus \Gamma)$ and we will get a unique solution of the heat equation.
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The identification of the material parameters from given temperature measurements is the aim of the present thesis. The problem will be defined as an optimal control problem where we want to fit the calculated temperature to measured data. In the present chapter the basic theory of optimization and optimal control problems is introduced as well as some basic algorithms to solve them. At the end of this chapter we will have also a brief look on the method of Tikhonov regularization.

Optimization, optimal control and closed-loop control have become an important part of our life. You will find it in many areas, from natural sciences over economics and finance to biology. Especially open-loop control and closed-loop control play an important role, for example for cars and radiators. But we may find also closed-loop control as biological functions in the human body, for example the control of the pupil’s size in the human eyes or the cardiovascular system. One of the first known man-made closed-loop control takes part of the water clock of Ktesibios, who lived in the 3rd century BC.

But what does optimization or optimal control actually mean?

Optimization at all means to choose the best element of an available set of elements. Though the meaning of best depends on the underlying problem, it can be the minimum or the maximum or a balance between different things or conditions. In economy we are often interested in minimizing the cost and maximizing the production, whereas both are linked.

A control is a pre-defined input which influences a system and accordingly the output. If the control further optimizes the system somehow it is called optimal control. Further, control is dived into two parts, open-loop control and closed-loop control. Open-loop control intends to optimize a process or a system by using initial information. That means a priori unknown perturbations are not reduced during the optimization. Whereas closed-loop control uses additionally observations or measurements during the process to optimize the system. That means the actual values are continuously compared with the desired state and a priori unknown perturbations can be incorporated and reduced during the optimization.

In mathematics we differentiate further between optimization problems and optimal control problems. In optimization the control which minimizes (or maximizes) the objective function is a finite-dimensional vector. Whereas in optimal control problems the control is defined as a function. That means the control can additionally depend on the time or the space. Dynamical optimization problems are often associated with optimal control problems.
In practice, both optimization problems and optimal control problems are often constrained by ordinary differential equations or partial differential equations. The problems may arise in different contexts and in various formulations. For example identification problems represent one special part of optimization problems. Actually, identification problems belong to the field of inverse problems, which describe a problem where we are looking for adequate parameters which lead to a known outcome. In real applications such identification problems are formulated as optimization problems where we want to find a set of parameters such that the resulting outcome matches a desired state as good as possible. If the parameter is defined as a function we obtain an optimal control problem. Both descriptions lead to a minimization problem with appropriate constraints.

In the present work we will consider a parameter identification problem in the context of RFA, where the parameters are defined as spatially distributed or as temperature dependent functions. Accordingly, the problem is described as an optimal control problem. The intention is to find the material parameters which lead to a certain temperature distribution during the RFA. The basic idea is to improve the simulation of the RFA by calculating online the material parameters from given temperature measurements during the RFA.

4.1 Necessary and sufficient conditions

The so-called Lagrange-technique which is used to derive the optimality systems for the parameter identification problems in the present thesis is based on the mathematical theory for optimization problems we will outline in the following.

To solve an optimization problem for a local minimum we use the necessary conditions to derive the algorithms for the optimization problems. The sufficient conditions are used to decide if a solution which satisfies the necessary conditions, is a local minimum of the problem. The theory of optimization problems in general spaces can be found for example in [40]. The following definitions are described by Tröltzsch in [88], chapter 6. The theorems and associated proofs as well as further theorems, definitions and remarks can be found also in the paper of Maurer and Zowe [60]. In [88] as well as in the works of Kurcyusz [55] and Maurer and Zowe [60] the problem is described in a more general case. However we will restrict the investigations in the following to equality constraints, cf. (OP), and derive the necessary and sufficient conditions by the Lagrange multiplier theory.

Let $V$ and $Z$ be real Banach spaces, $C \subset V$ a non empty convex subset and $f : V \to \mathbb{R}$ and $h : V \to Z$ two-times Fréchet-differentiable. The optimization problem (OP) is stated as follows

$$\min f(v)$$

subject to $h(v) = 0$

$$v \in C,$$
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The set \( C \subset V \) is called \textit{feasible set} of (OP).

The Lagrangian to the problem (OP) is defined by the following function \( \mathcal{L} : V \times Z^* \rightarrow \mathbb{R} \), with

\[
\mathcal{L}(v, z^*) := f(v) + \langle z^*, h(v) \rangle_{Z^*, Z},
\]

where \( Z^* \) denotes the dual space of \( Z \) and \( \langle \cdot, \cdot \rangle_{Z^*, Z} \) denotes the dual pairing with respect to \( Z \).

**Definition 4.1** An element \( \bar{v} \) is called \textit{local solution} of (OP) if for \( \varepsilon > 0 \)

\[
f(\bar{v}) \leq f(v)
\]

for all \( v \in C \) with \( h(v) = 0 \) and \( \|v - \bar{v}\|_V \leq \varepsilon \).

**Definition 4.2** If \( \bar{v} \) is a local solution of (OP) and the following condition

\[
D_v \mathcal{L}(\bar{v}, z^*)(v - \bar{v}) \geq 0 \quad \forall v \in C
\]

holds for \( z^* \in K^+ := \{ z^* \in Z^* \mid (z^*, z)_{Z^*, Z} \geq 0 \quad \forall z \in K \} \) where \( K \subset Z \) is a convex cone and \( D_v \) denotes the partial Fréchet derivative with respect to \( v \). Then \( z^* \) is called corresponding Lagrange multiplier for \( \bar{v} \).

If the problem is not reduced to a problem with equality constraints we need additionally the so-called complementary slack condition \( \langle z^*, h(\bar{v}) \rangle_{Z^*, Z} = 0 \).

To show the existence of a Lagrange multiplier we need so-called \textit{constraint qualifications}. For convex problems, i.e. problems with convex functions \( f \) and \( h \), we may use the \textit{Slater condition}

There exists an element \( \tilde{v} \in C \) with \( h(\tilde{v}) < K \), i.e. \( -h(\tilde{v}) \in \text{int} K \).

For problems with equality constraints this does not work and we will need other conditions. For non-convex functions there exist various possible conditions as e.g. the conditions by Mangasarian-Fromowitz or the Linear Independent Constraint Qualification (LICQ). Another condition is developed by Zowe and Kurcyusz [94], based on stability results of Robinson. The following definition can be found in a more general case in [88], page 249.

**Definition 4.3** Let \( \bar{v} \in C \) with \( h(\bar{v}) = 0 \). The \textit{canonical hull} of \( C \) in \( \bar{v} \) is defined as

\[
C(\bar{v}) = \{ \lambda(v - \bar{v}) \mid \lambda \geq 0, v \in C \}.
\]

The condition

\[
h'(\bar{v})C(\bar{v}) = Z
\]

is called \textit{constraint qualification} of Kurcyusz and Zowe, where \( h'(v) \) denotes the Gâteaux derivative with respect to \( v \).
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**Theorem 4.1** Let \( \bar{v} \) be a local solution of (OP) and \( f \) and \( h \) are continuous Fréchet differentiable in a neighborhood of \( \bar{v} \). If the constraint qualification (4.2) is satisfied then there exists a Lagrange multiplier \( z^* \in Z^* \) corresponding to \( \bar{v} \). The set of Lagrange multipliers for \( \bar{v} \) is bounded.

From this theorem and the definition of the Lagrange multipliers it follows that if the condition (4.2) is satisfied there exists a Lagrange multiplier \( z^* \in Z^* \) such that (4.1) is fulfilled, i.e.

\[
(f'(\bar{v}) + h'(\bar{v})z^*, v - \bar{v})_{Z^*, Z} \geq 0 \quad \forall v \in C,
\]

where \( f' \) and \( h' \) denote the Gâteaux derivatives of \( f \) and \( h \) respectively. This gives us a first-order necessary condition. A similar formulation and the associated proofs can be found in the paper of Maurer and Zowe [60].

If we consider only equality constraints \( h(v) = 0 \) with additional \( C = V \), the inequality (4.1) becomes an equality

\[
f''(\bar{v}) + h''(\bar{v})z^* = 0.
\]

Due to \( C = V \) the constraint qualification (4.2) becomes \( h'(\bar{v})U = Z \) and hence the operator \( h'(\bar{v}) \) has to be surjective, which leads to the above equation.

To derive a second-order sufficient condition we consider problem (OP) with \( f \) and \( h \) two times Fréchet-differentiable. The element \( \bar{v} \) satisfies with \( z^* \in Z^* \) the necessary conditions (4.3) and there exists a \( \delta > 0 \) such that

\[
D_{vv}L(\bar{v}, z^*)[v, v] := f''(\bar{v})[v, v] + \langle z^*, h''(\bar{v})[v, v] \rangle_{Z^*, Z} \geq \delta \|v\|_V^2
\]

(4.4)

for all \( v \in C(\bar{v}) \) with

\[
h'(\bar{v})v = 0.
\]

(4.5)

Therewith \( D_{vv}L(\bar{v}, z^*)[v, v] \) denotes the second partial derivative of the Lagrangian with the argument \([v, v]\) and \( f''(\bar{v})[v, v] \) and \( h''(\bar{v})[v, v] \) with the arguments \([v, v]\) denote the second derivatives of \( f(\bar{v}) \) and \( h(\bar{v}) \) respectively. The derivatives can be calculated as directional derivatives along \( v \). Further, \( \| \cdot \|_V \) denotes a norm in \( V \).

**Lemma 4.2** If \( \bar{v} \) satisfies the conditions of the problem (OP) and if the conditions (4.3), (4.4) and (4.5) are satisfied as well, then \( \bar{v} \) is a local optimal solution of problem (OP).

This second-order sufficient condition is depicted in [88] and follows from the general results in the paper of Maurer and Zowe [60].

### 4.2 Basic optimization algorithms

Based on the theory of the section above different basic optimization algorithms will be derived in the following. The above results will be used mainly to derive the necessary
conditions with the help of the Lagrangian function for a general optimal control problem.

At first we will introduce a gradient descent method and second a method of higher order, a so called Newton method. Originally, Newton methods are designed to calculate the root of a function. In the context of optimization they are used to calculate the root of the first-order necessary condition. The general theory and numerics for optimization problems is described in several textbooks as e.g. in the books of Gill et al. [25], Bonnans et al. [11], Geiger and Kanzow [22] and Großmann and Terno [29].

4.2.1 Gradient descent method

The main idea of a gradient descent methods is to find a local minimum of an objective function under consideration of the constraints by proceeding in the direction of the negative gradient. The negative gradient is the steepest descent towards the minimum. The appropriate descent is calculated as the direction which minimizes the derivative of the objective functional. If the calculated derivative is small, i.e. smaller than a certain value $\varepsilon > 0$, the algorithm stops. Otherwise we have to determine a step size which leads to a decreasing of the objective function if we proceed according to the calculated direction.

The main aspect for the algorithm is the determination of the descent direction and therefore the determination of the directional derivative of the objective function with respect to the optimization variable. The constraints has to be considered in the derivative, i.e. it has to be assured that they are adhered. In the following we will state a general optimal control problem to obtain a basis for the optimal control problems which are investigated in the following chapter. The corresponding optimality system will be derived from this general problem by using the Lagrange technique and a gradient descent algorithm will be formulated afterwards.

Let $Y, U, Z$ be Hilbert spaces and we define Fréchet differentiable functions $F : Y \times U \to \mathbb{R}$ and $h : Y \times U \to Z$, where the space $V$ from the general problem (OP) is replaced by $V := Y \times U$ and accordingly we have $v := (y, u)$. Later on we will obtain $Z = Y^*$ for specific problems.

The optimal control problem becomes

$$
\min_{v} f(v) := F(y, u) \\
\text{subject to } h(y, u) = 0, \quad u \in U_{\text{ad}} \quad \text{(OCP)}
$$

where $h$ represents the weak form of a PDE, e.g. the potential equation, and $U_{\text{ad}} \subset U$ denotes the feasible set for the control $u$. To set up the optimality system we deduce the necessary condition as defined in (4.3). Therefore, we have to formulate the corresponding Lagrange function at first. For the evaluation of the variational inequality we need the Lagrange multiplier which can be derived by the formal Lagrange technique as well. We know that there exists a Lagrange multiplier if the constraint qualification, see
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definition 4.3, is satisfied.
The Lagrange function

\[ \mathcal{L} : Y \times U \times Z^* \rightarrow \mathbb{R} \]
with Lagrange multiplier \( z^* \in Z^* \) is defined as

\[ \mathcal{L}(y, u, z^*) = F(y, u) + \langle z^*, h(y, u) \rangle_{Z^*, Z}. \]

The Lagrange multiplier \( z^* \) can be calculated via the adjoint equation which is derived by differentiating the Lagrange function with respect to the state \( y \). The state \( y \) is the solution of the constraining PDE in (OCP). The adjoint equation is obtained by setting the derivative of the Lagrangian equal to zero

\[ D_y \mathcal{L}(\bar{y}, \bar{u}, z^*) (y - \bar{y}) = \langle D_y F(\bar{y}, \bar{u}), y \rangle_{Y^*, Y} = 0 \quad \forall y \in Y, \quad (4.6) \]

where \( D_y \mathcal{L} \) denotes the Fréchet derivative of the Lagrangian with respect to the state \( y \).

If we set \( \mu := -z^* \) the equation above (4.6) leads to

\[ D_y h(y, u)^* \mu = D_y F(y, u), \quad \forall y \in Y, \quad (4.7) \]

which is named adjoint equation with the adjoint state \( \mu \). Analogously, we derive the variational inequality from the derivative of the Lagrange function with respect to the control \( u \)

\[ D_u \mathcal{L}(\bar{y}, \bar{u}, z^*) (u - \bar{u}) = \langle D_u F(\bar{y}, \bar{u}), u \rangle_{U^*, U} \geq 0 \quad \forall u \in U_{ad}. \]

Or accordingly with the adjoint state \( \mu \in Y \)

\[ D_u \mathcal{L}(\bar{y}, \bar{u}, \mu) (u - \bar{u}) = \langle D_u F(\bar{y}, \bar{u}) - D_u h(\bar{y}, \bar{u})^* \mu, u - \bar{u} \rangle_{U^*, U} \geq 0 \quad \forall u \in U_{ad}. \quad (4.8) \]

The inequalities (4.6) and (4.8) define the necessary conditions for the optimal control problem (OCP).

If we define for a Lipschitz-domain \( \Omega \) the Hilbert spaces as \( Y := H^1_0(\Omega) \) and \( U := L^2(\Omega) \) and assume for the PDE constraints

\[ h(y, u) = 0 \iff (\nabla y, \nabla w)_{L^2(\Omega)} = (u, w)_{L^2(\Omega)} \quad \forall w \in H^1_0(\Omega), \]

with the inner product \( \langle \cdot, \cdot \rangle_{L^2(\Omega)} \) in \( L^2(\Omega) \) and where \( \nabla y \) denotes the gradient of the state \( y \) with respect to the space, then we have \( Z = Y^* = H^1_0(\Omega) \), since \( H^1_0(\Omega) \) is a Hilbert space. By using Riesz representation theorem (e.g. [88], p. 34) the corresponding weak form of the adjoint equation, with adjoint state \( \mu \in H^1_0(\Omega) \), is given by

\[ (\nabla \mu, \nabla w)_{L^2(\Omega)} = (D_y F(y, u), w)_{L^2(\Omega)} \quad \forall w \in H^1_0(\Omega). \]
And the corresponding variational inequality is as follows

\[(D_u F(\bar{y}, \bar{u}) - \mu, u - \bar{u})_{L^2(\Omega)} \geq 0 \quad \forall u \in U_{ad}.\]

With the adjoint state \(\mu\) and the derivative with respect to the control \(u\) we are now able to describe a gradient descent method with projection for the general optimal control problem (OCP), as described e.g. in [88], p. 76. Further theoretical investigations can be found in [30]. As descent direction the derivative of the Lagrangian with respect to the control \(u\) is used. If the gradient is equal to zero, the algorithm stops. Numerically this means the gradient has to be smaller than a certain value \(\varepsilon > 0\).

**Algorithm 2**

1. **Initialize.** Set \(n := 0\) and choose initial \(u_0 \in U_{ad}\).
2. **State.** Calculate corresponding \(y_n\) to \(u_n\) from the state system \(h(y_n, u_n) = 0\).
3. **Adjoint state.** Calculate corresponding \(\mu_n\) from the adjoint system (4.7).
4. **Descent direction.** Calculate descent direction \(d_n\) from the negative gradient

\[
d_n := -D_u \mathcal{L}(y_n, u_n, \mu_n) = -D_u F(y_n, u_n) + D_u h(y_n, u_n)^* \mu_n.
\]

If \(D_u \mathcal{L}(y_n, u_n, \mu_n)(d_n) < \varepsilon\), STOP.
5. **Step size.** Determine the step size \(s_n\) by

\[
F(y_n, P_{U_{ad}}(u_n + s_n d_n)) = \min_{s > 0} F(y_n, P_{U_{ad}}(u_n + s d_n)),
\]

where \(P_{U_{ad}}\) denotes a projection onto the space of admissible controls \(U_{ad}\).
6. **Update.** Set \(u_{n+1} = P_{U_{ad}}(u_n + s_n d_n)\) and \(n = n + 1\) and go back to 2.

Since the case \(d_n = 0\) is hard to reach numerically, the method stops if some termination criteria take effect or a maximal number of iterations is reached. For the termination criterion it is expedient to choose a condition which checks not only the absolute values like the gradient and the improvement in the target function or the difference of the succeeding iterates, but also the relation to the current objective value and the current iterate. In section 5.3 a possible termination criterion is described.

To assure an admissible new iterate, we have to determine an appropriate step size \(s_n\) such that the condition (4.9) in the fifth step of algorithm 2 is satisfied. For the determination of the step size in each iteration step there exists a variety of methods like e.g. the bisection method or the Armijo step size rule. For the bisection method we start with a step size \(s_0\) and bisect this until a step size \(s_k := s_0 2^{-k}, k \in \mathbb{N}\) is found which minimizes the current objective value \(F(y_n, P_{U_{ad}}(u_n + s d_n))\) with respect to \(s\). This rule can be altered by using another factor instead of \(2^{-1}\). Further, it can be improved by
choosing the initial step size in dependence of the objective functional and the current derivative.

Another popular step size rule is the Armijo rule, where the current objective is compared with the last objective value and a term involving the gradient.

We assume, we have a descent direction $d_n$ for the current value $u_n$. For given values $l \in (0,1)$ and $\kappa \in (0,1)$ and an initial value $s_0 \in \mathbb{R}$ we determine a step size

$$s_n := \max\{s_0 l^i | i = 0, 1, 2, \ldots\}$$

such that

$$\varphi(s_n) \leq \varphi(0) + \kappa s_n \varphi'(0). \tag{4.10}$$

The function $\varphi : \mathbb{R} \to \mathbb{R}$ is defined as $\varphi(s) := f(u_n + s d_n)$. Accordingly, the gradient of $\varphi$ at $s = 0$ is $\varphi'(0) = f'(u_n)^T \cdot d_n$. The final step size $s_n$ is obtained by iteratively setting $s := sl$ until the condition (4.10) holds. In general the initial step size is chosen as $s_0 = 1$. But sometimes it is advisable to choose $s_0$ according to the size of the gradient values and the size of the optimization variable to avoid too large or too small values for $s_0$. Too large values may lead to a time consuming step size determination whereas too small values may slow down the iteration process due to too small steps in the right direction. Another possible modification is the so called expansion of the Armijo rule. Thereby we start with $s_0 = 1$ and if the condition (4.10) holds already, we choose the new step size $s := s_0 l^{-1}$ instead of accepting $s = 1$. This will be continued until (4.10) is no longer fulfilled.

Moreover, there exist other step size rules like e.g. the Wolfe-Powell rule, the strict Wolfe-Powell rule or the Goldstein rule. The Wolfe-Powell rule includes an additional condition on the gradient $\varphi'(s)$. All these rules tend to avoid too small step sizes. Further explanations can be found e.g. in [11, 23, 29].

4.2.2 Newton method and sequential quadratic programming

The idea of the Newton method for optimization and optimal control problems is the application of the classical Newton’s method to the first order necessary condition. The classical Newton’s method is an iterative method to find the roots of a function. The derivation of the Newton method will be illustrated at a real valued function $g : \mathbb{R} \to \mathbb{R}$ without any constraints.

To calculate the root of $g$ we have the iteration instruction

$$u_{n+1} = u_n - \frac{g(u_n)}{g'(u_n)}.$$

We will apply this method to the necessary condition $f'(\bar{u}) = 0$ for a local solution $\bar{u}$ of an optimization problem without constraints. That means we approximate the necessary condition linearly to find the root of the derivative. We obtain

$$u_{n+1} = u_n - f'(u_n) \left( f''(u_n) \right)^{-1},$$
4.2 Basic optimization algorithms

if the inverse \( f''(u_n)^{-1} \) exists, which is equivalent to the linear approximation

\[
f'(u_n) + f''(u_n)(u_{n+1} - u_n) = 0. \tag{4.11}
\]

This equation is solvable if the matrix \( f''(u_n) \) is regular.

Another motivation for the Newton method is the quadratic approximation of the objective function at \( w \) for \( w \) close to the iterate \( u_n \), i.e.

\[
\hat{f}(w) = f(u_n) + f'(u_n)^T(w - u_n) + \frac{1}{2}(w - u_n)^T f''(u_n)(w - u_n). \tag{4.12}
\]

The necessary condition for \( \hat{f} \) in a local optimum \( \bar{w} \) leads to the condition

\[
\hat{f}'(\bar{w}) = f'(u_n) + f''(u_n)(\bar{w} - u_n) = 0,
\]

which corresponds to the above equation (4.11) with \( \bar{w} = u_{n+1} \). Both equations can be reformulated to

\[
f''(u_n)v_n = -f'(u_n),
\]

with descent direction \( v_n = (u_{n+1} - u_n) \) or \( v_n = (\bar{w} - u_n) \) respectively.

A related point of view is to consider the equation (4.11) as necessary condition of the following quadratic optimization problem

\[
\min \ f'(u_n)^T(u - u_n) + \frac{1}{2}(u - u_n)^T f''(u_n)(u - u_n). \tag{4.13}
\]

Hence, applying the Newton method to the problem \( f'(u) = 0 \) can be accomplished alternatively by solving the sequence of quadratic minimization problems (4.13) and we obtain a so called sequential quadratic programming (SQP) method.

For problems with equality constraints the above results can be transferred to the Lagrange function and the SQP method is derived analogously. Also problems with inequality constraints can be solved with an SQP method, whereas the derivation is a little bit different. Detailed descriptions of the SQP method is presented in the textbook of Geiger and Kanzow [22] as well as in [11] or for PDE constrained problems in [27] and [88].

Turning now to the question of solving the optimal control problem as stated in (OCP). Let \( \Omega \) denote a Lipschitz-domain and define the Hilbert spaces as \( Y := H^1_0(\Omega) \) and \( U := L^2(\Omega) \) and \( Z = Y^* = H_0^1(\Omega) \). Therewith we obtain as necessary conditions in \( (y_n, u_n) \) the condition

\[
D_y \mathcal{L}(y_n, u_n, \mu_n)(y - y_n) = 0 \quad \forall y \in H^1(\Omega),
\]

needed for the calculation of the adjoint state \( \mu \), and the variational inequality

\[
D_u \mathcal{L}(y_n, u_n, \mu_n)(u - u_n) \geq 0 \quad \forall u \in U_{ad}. \tag{4.14}
\]
Altogether we have \( \nabla L(y_n, u_n, \mu_n)(y - y_n, u - u_n) = 0 \), where \( \nabla L \) denotes the gradient of the Lagrange function with respect to \( y \) and \( u \). If we expand this equation in a quadratic approximation as in (4.12) or apply the Newton’s method on this equation, we will obtain the following optimal control problem, similar to the previous problem without constraints but with the Lagrange function \( L \) instead of the basic function \( f \).

\[
\begin{align*}
\min_{(y,u)} &\quad \nabla F(y_n, u_n)^T d_n + \frac{1}{2} d_n^T \nabla^2 L(y_n, u_n, \mu_n) d_n \\
\text{subject to} &\quad h(y_n, u_n) + \nabla h(y_n, u_n)^T d_n = 0,
\end{align*}
\]

where \( d_n = (y - y_n, u - u_n) \) denotes the descent direction, \( \nabla F \) the gradient of the objective with respect to the state \( y \) and the control \( u \) and \( \nabla^2 L \) the Hessian matrix of the Lagrange function with respect to the state \( y \) and the control \( u \). Hence, the algorithm for the SQP method can be described as

**Algorithm 3**

1. **Initialize.** Set \( n := 0 \) and choose initial control \( u_0 \), initial state \( y_0 \) and initial Lagrange multiplier \( \mu_0 \).

2. **Check optimality conditions.** If \( \nabla L(y_n, u_n, \mu_n) = 0 \) and \( h(y_n, u_n) = 0 \), i.e. \( (y_n, u_n, \mu_n) \) satisfies the necessary conditions of the primal optimal control problem (OCP), STOP.

Thereby \( \nabla L(y_n, u_n, \mu_n) = 0 \Leftrightarrow \begin{pmatrix} D_y L(y_n, u_n, \mu_n) \\ D_u L(y_n, u_n, \mu_n) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \)

3. **Solve QP.** Calculate a solution \( (y - y_n, u - u_n, \mu_{n+1}) \) of the quadratic problem (QP). That means the following equation system has to be solved with respect to \( (y - y_n, u - u_n, \mu_{n+1}) \), where \( d_n = (y - y_n, u - u_n) \).

\[
\begin{pmatrix} \nabla^2 L(y_n, u_n, \mu_n) & \nabla h(y_n, u_n) \\ \nabla h(y_n, u_n)^T & 0 \end{pmatrix} \begin{pmatrix} d_n \\ \mu_{n+1} \end{pmatrix} = -\begin{pmatrix} \nabla F(y_n, u_n) \\ h(y_n, u_n) \end{pmatrix}.
\]

4. **Update.** Set \( y_{n+1} := y_n + (y - y_n), u_{n+1} := u_n + (u - u_n) \) and \( n := n + 1 \) and go back to 2.

Since the SQP method converges only locally like the Newton method (cf. [23], p. 206, [87]), we need some globalization strategies. We may achieve global convergence by introducing a step size into the algorithm. Then the new iterate is given by a modified update

\[
y_{n+1} := y_n + s_n (y - y_n) \quad u_{n+1} := u_n + s_n (u - u_n).
\]

The step size \( s_n \) can be calculated by a line search as in the gradient method, e.g. bisection method or Armijo rule. The main question is, when does a new iterate improve the system? It is not sufficient to compare the objective values because the state might be
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unfeasible, i.e. the constraints are violated. In the gradient method the new state \( y_n \) has been calculated from the state system for the iterate \( u_n \). Whereas in the SQP method, the new state \( y_{n+1} \) and the new control \( u_{n+1} \) are both obtained iteratively. Hence, we have to assure that the constraints are adhered.

Therefore, we may use a so called penalty function to measure the quality of the solution. That means the penalty function is used instead of the objective functional for the calculation of the step size. Usually, this penalty function combines the objective and the feasibility conditions. An early approach concerning such globalization strategies is given by Han [34]. The new iterate is deemed as better than the last one if either the objective improves or the violation of the objective decreases. In a general form this penalty functions can be written as

\[
P(y, u, \eta) := F(y, u) + \eta R(y, u)
\]

(4.15)

with \( \eta > 0 \) and the continuous function \( R : L^2(\Omega) \times L^2(\Omega) \to [0, \infty) \) where \( R(y, u) = 0 \) if and only if \( y \) and \( u \) are feasible, i.e. the constraints are adhered. There exist various penalty functions, e.g. penalty functions based on the \( q \)-norm

\[
P(y, u; \eta) = F(y, u) + \eta \| h(y, u) \|_{L^q(\Omega)}
\]

or the augmented Lagrangian

\[
P(y, u, \mu; \eta) = \mathcal{L}(y, u, \mu) + \frac{\eta}{2} \| h(y, u) \|_{L^2(\Omega)}^2,
\]

with \( \eta > 0 \). A detailed analysis for the \( l_1 \)-penalty function is given by Geiger and Kanzow in [22], sec. 5.5.4., whereas Bonnans et al. [11] focus more on the determination and proper choice of the parameter \( \eta \). A summary of different aspects can be found in [23].

4.3 Inverse problems

After considering the basic idea of constrained optimization in the last sections we will turn now to the field of inverse problems and the connection to the aim of this work, the parameter identification.

In the last century the topic of inverse problems has become more and more relevant in technical developments and in the second half of the 20th century the mathematical theory and analysis has evolved to a significant part of mathematics. An introduction to the theory of inverse problems is for example given by the book of Louis [57] or the book of Hofmann [37]. Contrary to a direct problem, an inverse problem is aimed at finding the causes or the terms which lead to a particular effect. Therewith, we need to concentrate on particular causes or terms, the remaining are assumed as known.

Hofmann distinguishes two typical cases of inverse problems. The first one is a problem where we have some measurements and want to know the original setting, i.e. the parameters or other conditioning terms. He calls it an identification problem. These
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Problems can be described as operator problems

\[ F(x) = y, \quad x \in D \subset X, \quad y \in Y, \]

where \( y \) is the known measurements and \( x \) the parameter we are looking for. In real applications the measurements will not satisfy these idealized situation. But it can be assumed that we have defective data \( y_\delta \) which fulfill the estimate

\[ \| y_\delta - y \| \leq \delta \]

for the level of data error \( \delta > 0 \).

The second type of inverse problems is named control problems. There we want to find a parameter or term that leads to a desired effect and the problems are defined as minimization problems

\[ \min \| F(x) - y \|_Y, \quad x \in D \subset X, \]

which can be solved with the methods from optimization or optimal control.

The identification of the thermal conductivity and the electrical conductivity from temperature measurements is formulated as control problem, i.e. we want to determine a parameter such that the measured temperature is reached in the best way.

Nevertheless, in the following identification and identification problems will always be meant in the sense of the control problem above, where we want to determine the appropriate parameters for given measurements. Beside that every control problem as defined above, can be described as identification problem as well ([37]).

The main difficulty for the solution is that most inverse problems are so called ill-posed problems, i.e. there does not exist a unique solution or small perturbations in the parameters will lead to high variations in the outcome. In the following \( U \) and \( Y \) denote Banach spaces if they are not further specified. The following definition of well-posed problems (the contrary to ill-posed problems) was given by Jacques Hadamard (1865-1963) ([37], p. 32).

**Definition 4.4** The equation

\[ F(u) = y, \quad u \in D \subset U, \quad y \in Y \tag{4.16} \]

is called well-posed if the following holds

- For every \( y \in Y \) there exists a solution \( u \in D \) for \( F(u) = y \).
- The solution \( u \) for \( F(u) = y \) is unique in \( D \).
- The solution \( u \) depends continuously on the right hand side \( y \).

If at least one of the conditions is not fulfilled, the problem is called ill-posed.

The main idea to solve such problems is to find a solution that fits to the desired or given state. To be able to solve these problems even if they are ill-posed, we use so
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called regularization methods. These regularization methods aim at turning the ill-posed problems into well-posed problems to guarantee the existence of a unique and stable solution. In the following we will briefly introduce the idea of regularization, especially the way of Tikhonov regularization.

Let \( y_\delta \) be given defective data, which are connected with the exact data \( y \in Y \) via the relation

\[
\| y - y_\delta \|_Y \leq \delta, \quad \delta \in \mathbb{R}.
\]

The given data \( y_\delta \) are not necessarily in the range of the operator \( F \) that we want to fit to the data. That means the typical formulation as output least square problem, i.e.

\[
\min_{u \in D \subseteq U} \| F(u) - y_\delta \|_Y^2
\]

will fail in these cases. Even if the data are in the range of \( F \), solving the minimization problem will lead to the inverse operator \( F^{-1}(y) \) which is discontinuous if the third condition in the above definition is not satisfied. That means small perturbations in the data will lead to large errors. Therefore, the idea is to fit the operator \( F \) not as good as possible to the given data \( y_\delta \) but as good as necessary. The regularization method of Tikhonov, developed in the 1960's, has become quite common to solve ill-posed problems in practical applications.

In the following we will introduce at first the regularization for a linear operator equation. Afterwards the regularization will be applied to a non-linear operator equation.

For a linear operator \( A \in \mathcal{L}(U,Y) \) with adjoint operator \( A^* \in \mathcal{L}(Y,U) \) and defective data \( y_\delta \) we consider the problem

\[
A^*Au = A^*y_\delta \quad u \in U, \; y_\delta \in Y.
\]

The method of Tikhonov regularization is based on the fact that we may solve instead of the above ill-posed problem the following indexed family of functions

\[
(A^*A + \alpha I)u = A^*y_\delta, \quad u \in U, \; y_\delta \in Y, \quad (4.17)
\]

with the identity operator \( I \) in \( X \). With the following lemma ([37], lemma 4.2, p. 135) we can show that for every \( \alpha > 0 \) the corresponding equation in (4.17) is well-posed by the definition of Hadamard.

**Lemma 4.3** A selfadjoint operator \( B \in \mathcal{L}(U,Y) \), which is positive definite in the Hilbert space \( U \), that means for a constant \( \beta > 0 \) the inequality \( (Bu, u)_U \geq \beta \| u \|_U^2 \) is satisfied for all \( u \in U \), has a continuous inverse operator \( B^{-1} \in \mathcal{L}(U,U) \) with \( \| B^{-1} \|_{\mathcal{L}(U,U)} \leq \frac{1}{\beta} \). Further the minimization problem

\[
\min_{u \in U} (Bu, u)_U - 2(u, z)_U
\]
is for every fixed $z \in U$ equivalent to the operator equation

$$Bu = z, \quad u \in U$$

and both have the same unique solution $u = B^{-1}z$.

If we define $B := A^*A + \alpha I$ and $z := A^*y_\delta$ the well-posedness of (4.17) is given by the above lemma with $\beta = \alpha$. Furthermore (4.17) is equivalent to the minimization of

$$((A^*A + \alpha I)u, u)_U - 2(u, A^*y_\delta)_U = \|Au - y_\delta\|_Y^2 + \alpha\|u\|_U^2 - \|y_\delta\|_Y^2,$$

for all $u \in U$. Since the constant term $\|y_\delta\|_Y$ does not influence the minimization problem, the Tikhonov functional is defined as follows

$$T_\alpha(u) := \|Au - y_\delta\|_Y^2 + \alpha\|u\|_U^2$$

and the regularized solution $u^\delta_\alpha$ is the unique solution to every $y_\delta \in Y$ which minimizes the corresponding Tikhonov functional $T_\alpha$.

For a non-linear operator equation

$$F(u) = y, \quad u \in D \subset U, \; y \in Y$$

a regularized solution $u^\delta_\alpha$ is calculated as the solution of the minimization problem

$$\min_{u \in D} T_\alpha(u) = \|F(u) - y_\delta\|_Y^2 + \alpha\|u - u^*\|_U^2, \quad \alpha > 0,$$

with a positive regularization parameter $\alpha \in \mathbb{R}$ and defective data $y_\delta \in Y$ with

$$\|y_\delta - y\|_Y \leq \delta,$$

where $\delta > 0$ denotes the level of data error. Thereby $u^* \in U$ denotes a given reference element.

For practical applications, the main problem is the balance between regularity and approximation. One criteria which became more and more popular in the last years is the so called L-curve-criteria from P. C. Hansen [35]. The L-curve-criteria leads to admissible regularization parameters for a lot of practical applications. This heuristic criteria uses a logarithmic 2D plot of the norm $\|F(u^\delta_\alpha) - y_\delta\|$ versus the norm $\|u^\delta_\alpha - u^*\|$. Both norms are parameterized by the regularization parameter $\alpha$. If we start with $\alpha = 0$ the norm $\|F(u^\delta_\alpha) - y_\delta\|$ stays nearly the same whereas the regularization term $\|u^\delta_\alpha - u^*\|$ typically decreases considerably. From a certain point the relation reverses, i.e. the error in the approximation to the data increases whereas the regularization term remains nearly the same. The resulting curve is in many cases L-shaped and the parameter which leads to the values in the angle of this curve could be a suitable regularization parameter for the inverse problem. However, as every other method, this criterion can fail and we will need further investigations then to find the best parameter. A typical shape of such an
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L-curve is presented in figure 4.1.

Figure 4.1: A typical shape of an L-curve for the determination of a regularization parameter \( \alpha \).

L-curve is presented in figure 4.1.
5 Identification of the material parameters

The main part of this work is the identification of the material parameters for given temperature data from radio frequency ablation, especially the identification of the unknown thermal conductivity and unknown electrical conductivity. The purpose of the identification is the improvement of the model for the RFA, since an exact modeling of the material parameters is important for a realistic RFA simulation. The material parameters influence the simulation via the PDEs in the modeling. However, these parameters are not known exactly and the approximations are based on the results from animal experiments. Beside the fact that most of this results are from ex vivo experiments we neither know if these results are transferable to humans at all. Hence, the material parameters will be identified from temperature measurements by solving an inverse problem. The temperature depends on the parameters and the prediction for the treatment with RFA is based on the temperature distribution. Furthermore, the temperature can be measured during the treatment by MRI thermometry. Therewith, the inverse problem including the temperature distribution gives us a good opportunity to improve the whole simulation patient individually during the treatment. The possibility of a patient individual identification is a significant improvement for the simulation since the material parameters vary a lot for different patients but also for one patient. The parameters depend on the patient’s constitution and also on the diverse tissue types, especially the difference between tumorous and native tissue. Moreover the parameters vary during the treatment due to the temperature dependence but also because of vaporization of water or the denaturation of the cells.

In figure 5.1 the median electrical conductivity, measured in various porcine livers (ex vivo), is depicted together with the smallest and largest values as well as the standard deviation at the certain temperature points. The measurements are executed at the Charité - Universitätsmedizin Berlin (Germany) and are published in the paper of Zurbuchen et al. [95]. The data shows a great variety between the different livers during the heating. During the cooling down of the tissue after the ablation, the variety is much less, see the diagrams at the bottom of figure 5.1.

The basic inverse problem (BIP) for the identification of the spatially distributed material parameters from a given temperature distribution $T_g$ at a certain time point $t_{fin}$ can be described by the following optimal control problem

$$\min_{T, \lambda, \sigma} F(T, \lambda, \sigma) = \frac{1}{2} \|T(t_{fin}, x) - T_g(x)\|_{H^1(\Omega)}^2 + \text{Reg}_\lambda(\lambda) + \text{Reg}_\sigma(\sigma) \quad \text{(BIP)}$$
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subject to

\[ \rho c \partial_t T - \text{div} (\lambda (x) \nabla T) + \nu (T - T_{\text{body}}) = \frac{P_{\text{eff}}}{\Omega} \sigma (x) |\nabla \phi|^2 \quad \text{in } \Omega \quad (5.1) \]

\[ -\text{div} (\sigma (x) \nabla \phi) = 0 \quad \text{in } \Omega \setminus \Gamma, \quad (5.2) \]

with the thermal conductivity \( \lambda \in H^m(\Omega), m > 0 \) and the electrical conductivity \( \sigma \in H^s(\Omega), s > \frac{3}{2} \). The terms \( \text{Reg}_\lambda (\lambda) \) and \( \text{Reg}_\sigma (\sigma) \) denotes the regularization terms for \( \lambda \) and \( \sigma \) respectively. The appropriate boundary conditions for (5.1) and (5.2) can be found in (3.8) and (3.1) respectively.

Here the material parameters are assumed to be spatially distributed. But as described in section 3.3.3 in fact the parameters are also temperature dependent. However, using spatially distributed parameters will incorporate the temperature dependence since the temperature is also spatially distributed. Nevertheless, the modeling of temperature dependent parameters as described in (3.9) and (3.10) has different advantages.

Figure 5.1: The electrical conductivity, measured in several porcine livers. On the left we have the median (red plus), the smallest measured values (green crosses) and the largest measured values (blue asterisks). On the right the median with standard deviation is depicted for a selection of measuring points. The figures at top show the results obtained during the heating, whereas the figures at the bottom represent the measurements during the cooling. The data are provided by Charité - Universitätsmedizin Berlin.
Mainly, the local impact of the temperature distribution is used sensibly, since for the identification of spatially distributed parameters the local impact of the temperature is a particular challenge. Due to the minor effect of the temperature distribution and the electrical potential on the peripheral region an identification of spatially distributed parameters is very difficult. The minor effect on the outer regions is reflected in a locally steep gradient for the parameters whereas in the most parts the gradient is flat. This highly complicates the optimization. Especially for the electrical conductivity this effect is intensified by the scaling term $\frac{P_{\text{eff}}}{P_{\Omega}}$. By using temperature dependent parameters the only local impact of the temperature does not matter.

To incorporate the advantages of the different models for the material parameters we will investigate different identification problems, that are distinguished by the different models for the parameters. We distinguish three main problems, which are all based on the problem with spatially distributed parameters. In figure 5.2 a schematic is presented to illustrate the different identification problems. Problem A is the basic problem with spatially distributed parameters. Problem B denotes the case where we use tissue dependent parameters and Problem C is given by a temperature dependent modeling of the parameters. However, Problem A is split further into several problems. Because of the coupling of the two PDEs via the right hand side and the unequal influence of the parameters on the temperature distribution it is difficult to solve the problem for both

---

**Basic objective**

Identification of the material parameters $\lambda(x)$ and $\sigma(x)$

$$\min_{\lambda, \sigma} \frac{1}{2} \| T - T_g \|_{H^1(\Omega)}^2 + \frac{\alpha}{2} \| \lambda \|_{H^1(\Omega)}^2 + \frac{\beta}{2} \| \sigma \|_{H^1(\Omega)}^2$$

---

**Problem A**

spatially distributed parameters $\lambda(x)$ and $\sigma(x)$

---

**Problem B**

tissue dependent parameters

$\lambda(x_{\text{liver}}, x_{\text{tumor}}, x_{\text{vessel}})$

$\sigma(x_{\text{liver}}, x_{\text{tumor}}, x_{\text{vessel}})$

---

**Problem C**

temperature dependent parameters

$\lambda(T)$ and $\sigma(T)$

---

Figure 5.2: A schematic to illustrate the different types of identification problems.
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Figure 5.3: A schematic to illustrate the splitting of Problem A into two subproblems, one for the identification of the electrical conductivity (Problem A1) and one for the thermal conductivity (Problem A2). Thereby Problem A1 is further separated into two problems, one for the identification of the heat source \( u \) (Problem A1.1) and one for the identification of the electrical conductivity \( \sigma \) (Problem A1.2).

Parameters in a satisfactory manner. Further, an identification of a spatially distributed electrical conductivity directly from the temperature distribution is difficult. To get these problems under control yet without reducing the problem to constant parameters, we consider two subproblems where the optimization of the thermal conductivity and the electrical conductivity are separated. That means we split the above main optimal control problem (BIP) into two optimal control subproblems, one for the identification of the electrical conductivity (Problem A1) and one subproblem for the thermal conductivity (Problem A2). This splitting is schematically illustrated in figure 5.3. For the identification of the electrical conductivity Problem A1 is separated further into two problems, the identification of the heat source from temperature measurements (Problem A1.1) and the identification of the electrical conductivity (Problem A1.2), by fitting the power density to the previously identified heat source.

In the following section the existence of optimal controls for the different identification problems is investigated. Therewith the basic problem, the identification of both parameters the electrical con-
ductivity and the thermal conductivity in one problem will not be considered. The numerical results have shown that the separated identification of spatially distributed parameters performs better than the combined identification. However, for constant or piecewise constant parameters the performance of the coupled optimization is well. For that reason there are also numerical results presented in the next chapter for the coupled optimization of constant parameters. A related optimal control problem with a coupled system of PDEs and temperature dependent electrical conductivity is described by Hömberg et al. [38]. Though in the paper of Hömberg et al. the direct current induced on a part of the boundary is optimized.

5.1 Existence of solutions for the different optimal control problems

In this section we will look into the existence of optimal controls for the identification problems. All problems have in common that the domain \( \Omega \subset \mathbb{R}^N \) is a bounded Lipschitz domain with outer boundary \( \partial \Omega \). As before, \( \Gamma, \Gamma_- \) and \( \Gamma_+ \) are parts of the domain \( \Omega \).

Before we begin with the investigations some spaces and terms are defined and different theorems are cited which are needed to prove the existence of optimal controls for the diverse problems. At first the Bochner spaces are defined ([88], p. 114)

**Definition 5.1 (Bochner space)** For \( 1 \leq p < \infty \) and a Banach-space \( X \), the space of all (equivalent classes of) measurable functions \( y : [a, b] \to X \) with \( [a, b] \subset \mathbb{R} \) and

\[
\int_a^b \| y(t) \|_X^p \, dt < \infty
\]

is denoted by \( L^p(a, b; X) \). The corresponding norm is defined as

\[
\| y \|_{L^p(a, b; X)} := \left( \int_a^b \| y(t) \|_X^p \, dt \right)^{1/p}.
\]

For \( p = \infty \) the space \( L^\infty(a, b; X) \) is defined as the space of all measurable functions \( y : [a, b] \to X \) with \( [a, b] \subset \mathbb{R} \) and

\[
\| y \|_{L^\infty(a, b; X)} := \text{ess sup}_{[a, b]} \| y(t) \|_X < \infty.
\]

For \( p = 2 \) and \( X = H^1(\Omega) \) the above space \( L^2(0, t_{\text{fin}}; H^1(\Omega)) \) coincides for \( Q := [0, t_{\text{fin}}] \times \Omega \) with the space

\[
W^{1,0}_2(Q) := \{ y \in L^2(Q) | \partial^\alpha y \in L^2(Q), \ \forall \alpha = 1, \ldots, N \}.
\]
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Further we define \( W(0, t_{\text{fin}}) \) as the space of all functions \( y \in L^2(0, t_{\text{fin}}; H^1(\Omega)) \) with derivative \( y' = \partial_t y \in L^2(0, t_{\text{fin}}; H^{-1}(\Omega)) \) and associated with the norm

\[
\| y \|_{W(0, t_{\text{fin}})} = \left( \int_0^{t_{\text{fin}}} \left( \| y(t) \|_{H^1(\Omega)}^2 + \| y'(t) \|_{H^{-1}(\Omega)}^2 \right) dt \right)^{1/2},
\]

see also [88], p. 117. The following theorem is given by Showalter [76], section III.4., p. 120, theorem 4.1. For the theorem the needed definitions are introduced at first (Showalter [76], sec. II.2, p. 37 ff.). For the following let \( V \) be a reflexive Banach space with dual \( V^* \).

**Definition 5.2** The function \( A : V \to V^* \) is said to be monotone if

\[
\langle A(y) - A(v), y - v \rangle_{V^*, V} \geq 0 \quad \forall y, v \in V.
\]

**Definition 5.3** The function \( A : V \to V^* \) is said to be hemicontinuous if for each \( y, v \in V \) the real valued function \( t \mapsto A(y + tv)(v) \) is continuous.

**Definition 5.4** The function \( A : V \to V^* \) is type M if \( y_n \rightharpoonup y \), \( A y_n \rightharpoonup f \) and \( \limsup A y_n(y_n) \leq f(y) \) imply that \( A y = f \).

The following lemma is taken from [76], p. 38, Lemma 2.1.

**Lemma 5.1** If \( A \) is hemicontinuous and monotone then it is type M.

**Theorem 5.2** Let \( V \) be a reflexive Banach space with dual space \( V^* \) and \( H \) a Hilbert space. Further \( V \) is assumed to be separable and dense in \( H \). Assume that the operator \( A : V \to V^* \) is given such that its realization in \( L^p(0, \tau; V) \) is type M, bounded and coercive with

\[
A v(v) \geq \alpha \| v \|_{L^p(0, \tau; V)}, \quad v \in L^p(0, \tau; V).
\]

Then for each \( u \in L^{p'}(0, \tau; V^*) \) (the dual space of \( L^p(0, \tau; V) \)) and \( y_0 \in H \) there is a solution of the Cauchy Problem

\[
\text{find } y \in L^p(0, \tau; V) \text{ such that } \partial_t y(t) + A(y(t)) = u(t) \text{ in } L^{p'}(0, \tau; V^*),
\]

\[
y(0) = y_0 \text{ in } H. \tag{5.3}
\]

The solution is unique if the operator \( A \) is monotone, hemicontinuous, bounded and coercive. This is given by the next proposition ([76], sec. III.4., p. 122, Proposition 4.1)

**Proposition 5.3** Let the spaces \( V, H, L^2(0, \tau; V) \) be given as in 5.2 with \( V \) separable. Assume a family of operators \( A(t, \cdot) : V \to V^* \), \( 0 \leq t \leq \tau \), is given such that

(i) for each \( v \in V \) the function \( A(\cdot, v) : [0, \tau] \to V^* \) is measurable,
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(ii) for a.e. \( t \in [0, \tau] \) the operator \( A(t, \cdot) : V \to V^* \) is monotone, hemicontinuous and bounded by

\[
\|A(t, v)\|_{V^*} \leq C(\|v\|_V + k(t)), \quad v \in V,
\]

where \( k \in L^2([0, \tau]) \).

(iii) there is a seminorm \( |\cdot|_V \) on \( V \) and numbers \( \gamma > 0, \alpha > 0 \) such that

\[
|v|_V + \gamma|v|_H \geq \alpha\|v\|_V, \quad \text{and} \quad \mathcal{A}(t, v)(v) \geq \alpha|v|^2_V, \quad \text{a.e. } t \in [0, \tau], v \in V,
\]

with \( |v|^2_H = (v, v)_H \).

Then for each \( u \in L^2(0, \tau; V^*) \) and \( y_0 \in H \) problem (5.3) has a unique solution.

A general theorem for the existence of optimal controls is given in [88], Theorem 2.14, p. 39.

**Theorem 5.4** Let \((U, \|\cdot\|_U)\) and \((H, \|\cdot\|_H)\) be real Hilbert spaces and \( U_{ad} \subset U \) a non-empty, bounded, closed and convex subset of \( U \). Suppose \( \alpha \geq 0 \) to be a constant value and \( y_g \in H \). Further let \( S : U \to H \) be a linear and continuous operator. Then the quadratic optimization problem

\[
\min_{u \in U_{ad}} f(u) = \frac{1}{2}\|Su - y_g\|_H^2 + \frac{\alpha}{2}\|u\|_U^2
\]

has an optimal solution \( \bar{u} \), which is unique for \( \alpha > 0 \).

For the identification of the electrical conductivity we refer to the paper of Assmann [9] and consider for a Lipschitz domain \( \Omega \) with boundary \( \partial \Omega \) the following parameter identification problem

\[
\min_{y, p} F(y, p) := \frac{1}{2}\|y - y_g\|_{L^2(\Omega)}^2 + \frac{\alpha}{2}\|p\|_{H^s(\Omega)}^2
\]

subject to

\[
- \text{div}(p\nabla y) = g \quad \text{in } \Omega
\]

\[
y = 0 \quad \text{on } \partial \Omega
\]

(5.4)

with \( 0 < p_{\min} \leq p(x) \leq p_{\max} \) a.e. in \( \Omega \), \( y \in H^1_0(\Omega) \), \( p \in H^s(\Omega) \), \( s > 0 \) and where \( y_g, g \in L^2(\Omega) \) and \( \alpha > 0 \) are given and \( p_{\min} < p_{\max} \) are constant values.

The admissible set \( U_{ad}^p \) is defined as

\[
U_{ad}^p := \{ p \in H^s(\Omega) | 0 < p_{\min} \leq p(x) \leq p_{\max} \text{ a.e. in } \Omega \}.
\]

A parameter-to-state operator is given by \( S : L^\infty(\Omega) \to H^1(\Omega) \).

**Theorem 5.5** The parameter identification problem (5.4) has at least one solution \( \bar{p} \in U_{ad}^p \) with the optimal state \( \bar{y} = S(\bar{p}) \), which means

\[
F(\bar{y}, \bar{p}) \leq F(y, p) \quad \forall p \in U_{ad}^p, \: y = S(p).
\]
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Turning now to the identification problems, we will investigate the identification problems which are based on the main problem (BIP) first. Thereby we separate the identification of the thermal conductivity and the electrical conductivity (Problem A), i.e. we look into the existence of solutions for the subproblems Problem A1.1, Problem A1.2 and Problem A2. Finally, we will investigate the existence of solutions for temperature dependent parameters, as described in Problem C. The identification of tissue dependent parameters (Problem B) can be considered as a special case of Problem A with piecewise constant parameters. Hence we will not separately consider Problem B in the following.

5.1.1 Problem A1.1: Identification of the heat source

As described above we split the identification of the electrical conductivity, Problem A1, into two subproblems, one for the heat source \( u(x) \) and one for the electrical conductivity \( \sigma(x) \) itself. At first we investigate the identification of the heat source from a given temperature distribution \( T_g(x) \) at a certain time point \( t_{\text{fin}} \). The aim is to fit the measured temperature \( T(t_{\text{fin}}, x) \), calculated by the bio-heat transport equation, to the measured data \( T_g(x) \). This leads to the following optimal control problem

\[
\min_{T, u} F(T, u) := \frac{1}{2} \|T(t_{\text{fin}}, x) - T_g(x)\|_{L^2(\Omega)}^2 + \frac{\gamma}{2} \|u(t_{\text{fin}}, x)\|_{L^2(\Omega)}
\]  

(A1.1)

subject to

\[
\rho c \partial_t T - \text{div}(\lambda \nabla T) + \nu(T - T_{\text{body}}) = u \quad \text{in } Q := [0, t_{\text{fin}}] \times \Omega,
\]

\[
\nabla T \cdot n = 0 \quad \text{on } \Sigma := [0, t_{\text{fin}}] \times \partial \Omega,
\]

\[
T = T_{\text{body}} \quad \text{in } \Omega
\]

(C A1.1)

with outer normal \( n \) and with

\[
u_a(t, x) \leq u(t, x) \leq u_b(t, x) \quad \text{a.e. in } Q.
\]

With \( T_g \in L^2(Q) \), \( u_a, u_b \in L^2(Q) \), \( T_{\text{body}} \in L^2(\Omega) \) and \( \nu \in L^\infty(Q) \), there exists for every \( u \in L^2(Q) \) a unique weak solution \( T \in W(0, t_{\text{fin}}) \), see section 3.4 in [88]. And it follows from theorem 3.16 in [88] that there exists an optimal control \( \pi \) for this problem. With the additional condition \( \gamma > 0 \) for the regularization parameter we will have also uniqueness for the optimal control.

These results can also be transferred to the case that we have \( u \in L^2(0, t_{\text{fin}}; H^{-1}(\Omega)) \), where \( H^{-1}(\Omega) \) denotes the dual space of \( H^1(\Omega) \). Theorem 5.2 gives us the existence of a solution for the PDE (C A1.1) if the preconditions are satisfied. Let \( V = H^1(\Omega) \) and \( H = L^2(\Omega) \). The heat source is given by \( u \in L^2(0, t_{\text{fin}}; H^{-1}(\Omega)) \) and the coercive and
5.1 Existence of solutions for the different optimal control problems

linear operator $\mathcal{A}$, where the term $\nu T_{\text{body}}$ is moved to the right hand side, is given by

$$\mathcal{A}T(v) = \int_0^{t_{\text{fin}}} \int_\Omega \lambda \nabla T \nabla v + \nu T v \, dx \, dt, \quad v \in L^2(0, t_{\text{fin}}; H^1(\Omega))$$

which is measurable as function of time and monotone since

$$\int_0^{t_{\text{fin}}} \int_\Omega (\lambda \nabla (T - v)) \nabla (T - v) + \nu(T - v)(T - v) \, dx \, dt$$

$$= \int_0^{t_{\text{fin}}} \int_\Omega \lambda \nabla (T - v)^2 + \nu(T - v)^2 \, dx \, dt$$

$$\geq \lambda_a ||\nabla (T - v)||^2_{L^2(0, t_{\text{fin}}; L^2(\Omega))} + ||\nu||_{L^\infty(Q)} ||T - v||^2_{L^2(0, t_{\text{fin}}; L^2(\Omega))}$$

$$\geq \epsilon_0 ||T - v||^2_{L^2(0, t_{\text{fin}}; H^1(\Omega))}$$

$$\geq 0, \quad \forall v \in L^2(0, t_{\text{fin}}; H^1(\Omega)),$$

with $0 < \lambda_a \leq \lambda_b$, where $\lambda_a, \lambda_b \in \mathbb{R}$ and a bounded coefficient $0 < \nu_0 \leq \nu(x)$. The hemicontinuity is given by the following inequality, for a value $c > 0$ and a bounded coefficient $0 < \nu(x) < \infty$

$$\int_0^{t_{\text{fin}}} \int_\Omega \lambda \nabla (T + sv) \nabla v + \nu(T + sv)v \, dx \, dt = \int_0^{t_{\text{fin}}} \int_\Omega \lambda \nabla T \nabla v + \lambda s \nabla v \nabla v \, dx \, dt$$

$$+ \int_0^{t_{\text{fin}}} \int_\Omega \nu(Tv + svv) \, dx \, dt$$

$$\leq \lambda_b \left( ||\nabla T||_{L^2(Q)} ||\nabla v||_{L^2(Q)} + |s| ||\nabla v||^2_{L^2(Q)} \right)$$

$$+ ||\nu||_{L^\infty(Q)} \left( ||T||_{L^2(Q)} ||v||_{L^2(Q)} + |s| ||v||^2_{L^2(Q)} \right)$$

$$\leq c ||v||^2_{L^2(0, t_{\text{fin}}; H^1(\Omega))}$$

which gives the boundedness of the real valued linear function $\mathcal{A}(y + sv)(v)$, $s \in \mathbb{R}$ and therewith the continuity. Similar the boundedness of $\mathcal{A}v(v)$ can be shown

$$\int_0^{t_{\text{fin}}} \int_\Omega \lambda \nabla v \nabla v + \nu vv \, dx \leq \lambda_b ||\nabla v||^2_{L^2(0, t_{\text{fin}}; L^2(\Omega))} + ||v||^2_{L^2(0, t_{\text{fin}}; L^2(\Omega))} \leq C \ |v||^2_{L^2(0, t_{\text{fin}}; H^1(\Omega))}.$$
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For a bounded coefficient $0 < \nu_0 \leq \nu(x)$ and $v \in L^2(0, t_{\text{fin}}; H^1(\Omega))$ we have

$$
\int_0^{t_{\text{fin}}} \int_\Omega \lambda \nabla v \nabla v + \nu vv \, dx \, dt \geq \int_0^{t_{\text{fin}}} \left( \lambda_a \| \nabla v \|_{L^2(\Omega)}^2 + \nu_0 \| v \|_{L^2(\Omega)}^2 \right) \, dt
$$

$$
\geq \alpha \| v \|_{L^2(0, t_{\text{fin}}; H^1(\Omega))}^2,
$$

with an appropriate $\alpha > 0$.

The solution is unique if the operator $A$ is monotone, hemicontinuous, bounded and coercive. This is given by Proposition 5.3 Conditions (i) and (ii) are fulfilled as shown above. The first condition in (iii) in the above proposition is satisfied with $v \in H^1(\Omega)$

$$
\int_\Omega \nabla v \nabla v \, dx + \gamma \int_\Omega vv \, dx \geq \alpha \int_\Omega \nabla v \nabla v + \nu vv \, dx,
$$

with $\alpha := \min\{1, \gamma\}$. Additionally the second condition in (iii) holds, since

$$
\int_\Omega \lambda_a \nabla v \nabla v \, dx \geq \alpha \int_\Omega \nabla v \nabla v \, dx
$$

and $0 < \lambda_a \leq \lambda \leq \lambda_b$.

Therefor the problem (C A1.1) has a unique solution $T \in L^2(0, t_{\text{fin}}; H^1(\Omega))$ also for $u \in L^2(0, t_{\text{fin}}; H^{-1}(\Omega))$.

To prove the existence of an optimal control for a heat source $u \in L^2(0, t_{\text{fin}}; H^{-1}(\Omega))$ we can proceed as described by Tröltzsch [88]. That means we need to verify that the control-to-state operator $S$ with $u \mapsto T = S(u)$ is continuous. Then we can apply theorem 5.4 and obtain the existence of an optimal control. In the proof of proposition 5.3, see [76], sec. III.4., p. 123, a bound for the solution by the initial condition and the right hand side is given similar to that needed for the proofs in [88], i.e. there exists a constant $c$ such that

$$
\| T \|_{L^2(0, t_{\text{fin}}; H^1(\Omega))} \leq c \left( \| T_{\text{body}} \|_{L^2(\Omega)} + \| u \|_{L^2(0, t_{\text{fin}}; H^{-1}(\Omega))} \right).
$$

A general description for parabolic problems and the derivation of such an estimate is given also in section 7.2 in [88]. Therefor we can show that the weak solution $T \in L^2(0, t_{\text{fin}}; H^1(\Omega))$ also belongs to $W(0, t_{\text{fin}})$ as described in [88], sec. 3.4.4, p. 119 ff.. Finally, the existence of a solution for the optimal control problem with an adjusted norm in the regularization term or with $\gamma = 0$ can be proved in the same way as described in section 3.5 in [88], p. 123 ff.. The proof is based on Theorem 5.4 and uses the above estimate (5.5) to show the existence of a continuous control-to-state operator $S : L^2(0, t_{\text{fin}}; H^{-1}(\Omega)) \to H^1(\Omega)$ with $u(t, x) \mapsto T(t_{\text{fin}}, x)$. 
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5.1.2 Problem A1.2: Identification of the electrical conductivity

For the second part of Problem A1, the identification of the electrical conductivity $\sigma$ from the previously identified heat source $u$, a steady state optimal control problem is formulated. The idea is to fit the heat source, scaled with a constant factor $p \in \mathbb{R}$ instead of the factor $P_{\text{eff}} P_{\Omega}$ to a given heat source $u_g$. In the following we will model a monopolar probe but the results are transferable as well to a bipolar probe. Moreover, we will assume a higher regularity of the potential $\phi$ as is given by the original problem of RFA.

The problem we will consider is as follows

$$
\min_{\phi, \sigma} F(\phi, \sigma) = \frac{1}{2} \| p \sigma |\nabla \phi| \|^2_{L^2(\Omega)} - u_g \|_{L^2(\Omega)}^2 + \frac{\beta}{2} \| \sigma \|^2_{H^s(\Omega)} \tag{A1.2}
$$

subject to

$$
- \text{div}(\sigma \nabla \phi) = g \quad \text{in } \Omega \setminus \Gamma
$$
$$
\phi = 0 \quad \text{on } \partial \Omega \tag{C A1.2}
$$
$$
\phi = 1 \quad \text{on } \Gamma
$$

where $\Gamma \subset \Omega$ is the electrode of the probe, $\beta \geq 0$ the regularization parameter and $s > \frac{3}{2}$. The factor $s$ needs to be large enough to assure that $\sigma \in H^s(\Omega)$ is also in $L^\infty(\Omega)$ which is given by Sobolev’s imbedding theorem if $s > \frac{N}{2}$, where $N$ is the dimension of the space $\Omega$, see e.g. [3], Theorem 4.12, p. 84 ff.. Further, to obtain a heat source $u \in L^2(\Omega)$ we need a potential $\phi \in H^2(\Omega)$. From the imbedding theorem we know that $H^2(\Omega) = W^{2,2}(\Omega) \subset W^{1,4}(\Omega)$ and for $\phi \in H^2(\Omega)$ it follows that $|\nabla \phi| \in L^2(\Omega)$. In Gilbarg and Trudinger [24], theorem 8.8, p. 183, it is shown that the $H^2$ regularity holds only locally in the inner of the computational domain. For a smooth boundary, i.e. the boundary $\partial \Omega \cup \partial \Gamma$ has to be of class $C^2$, the results with the higher regularity can be extended to the whole domain ([24], theorem 8.12, p. 186). Due to the shape of electrodes for the RFA the boundary of the computational domain is not as smooth as needed. However, for the following results we will assume a smooth boundary, i.e. a smooth shape of the electrodes. Then, we can assume $|\nabla \phi|^2 \in L^2(\Omega)$.

Due to the fact that a monopolar probe is modeled we can not use Neumann conditions at the outer boundaries. We use Dirichlet conditions or Robin conditions instead. In the bipolar case the boundary conditions will be adjusted to

$$
\nabla \phi \cdot n = 0 \quad \text{on } \partial \Omega
$$
$$
\phi = \pm 1 \quad \text{on } \Gamma := \Gamma_- \cup \Gamma_+.
$$

The parameter $\sigma \in H^s(\Omega), s > \frac{3}{2}$, is bounded by $0 < \sigma_a \leq \sigma(x) \leq \sigma_b$ for all $x \in \Omega$ and $\sigma_a, \sigma_b \in \mathbb{R}$. Further we have $u_g \in L^2(\Omega)$ for the given heat source as well as $g \in L^2(\Omega)$, whereas in the identification problem we set $g = 0$. With the given assumptions the existence of an optimal control can be proved in the same way as described by Aßmann et al. [9] for Theorem 5.5. The only condition we need to verify is that the control-to-state operator $S : L^\infty(\Omega) \rightarrow L^2(\Omega)$ with $S(\sigma) = \sigma |\nabla \phi|^2$ exists and that it is continuous.
From Sobolev’s imbedding theorem we know that $H^s(\Omega)$ is imbedded continuously in $L^\infty(\Omega)$ for $s > \frac{3}{2}$, that means $\sigma \in L^\infty(\Omega)$. Further, from Hölder’s inequality ([4], Lemma 1.16, p. 51) we obtain that $S(\sigma) = \sigma|\nabla \phi|^2 \in L^2(\Omega)$ and hence the operator is continuous. Therefore, the results from [9] can be used and the existence of an optimal control for Problem A1.2 is ensured.

### 5.1.3 Problem A2: Identification of the thermal conductivity

In this section we will consider Problem A2, that means the identification of a spatial distributed thermal conductivity $\lambda(x)$ from temperature measurements $T_g(x)$ at a certain time $t_{\text{fin}}$. As in Problem A1.1 the intention is to fit the calculated temperature to the measured data and use the bio-heat transport equation as constraints. The problem is defined as

$$
\min_{T,\lambda} F(T, \lambda) = \frac{1}{2} \|T(t_{\text{fin}}, x) - T_g(x)\|_{H^1(\Omega)}^2 + \frac{\alpha}{2} \|\lambda\|_{H^s(\Omega)}
$$

subject to

$$
\rho c \partial_t T - \text{div}(\lambda \nabla T) + \nu (T - T_{\text{body}}) = u \quad \text{in } Q := [0, t_{\text{fin}}] \times \Omega,
$$

$$
T(0, x) = T_{\text{body}} \quad \text{in } \Omega,
$$

$$
\nabla T \cdot n = 0 \quad \text{on } [0, t_{\text{fin}}] \times \partial \Omega,
$$

and with

$$
\lambda_a \leq \lambda(x) \leq \lambda_b \quad \text{a.e. in } \Omega.
$$

We know that for $T_g \in L^2(\Omega)$, $\nu \in L^\infty(\Omega)$, $u \in L^2(\Omega)$ and $\lambda \in H^s(\Omega)$ with $s > 0$ we have a unique weak solution $T \in W(0, t_{\text{fin}})$, see Problem A1.1 above. However, for the following results we will consider a modified problem which is discretized in time such that we can apply again the results from [9]. Therefore, we will use a Helmholtz-term for linearizing in time and obtain a time-discrete heat equation

$$
-\text{div}(\lambda \nabla T) + \left(\frac{\rho c}{\tau} + \nu\right) T = u + \frac{\rho c}{\tau} T_0 + \nu T_{\text{body}},
$$

where $T_0$ defines the initial temperature and $\tau$ the time step size. To apply the results from Aßmann et al. [9] we have to prove that the additional linear term $\left(\frac{\rho c}{\tau} + \nu\right) T$ does not influence the proof. As shown in section 3.4 the lemma of Lax-Milgram can be applied as well, since the coefficient $\left(\frac{\rho c}{\tau} + \nu\right)$ is bounded. Hence, we have the same preconditions as in [9] with a control-to-state mapping $S : L^\infty(\Omega) \to H^1(\Omega)$ such that the results can be applied and the existence of an optimal control for (A2) is ensured.

### 5.1.4 Problem C: Identification of temperature dependent parameters

At last we will look at an identification problem where the parameter we want to identify, depends on the temperature. For the identification of the thermal conductivity $\lambda(T)$ from temperature measurements $T_g$ this leads to an optimal control problem constrained by
a quasi-linear PDE

\[
\min_{T,\lambda} F(T, \lambda) = \frac{1}{2} \| T(t_{\text{fin}}, x) - T_{\text{body}}(x) \|^2_{H^1(\Omega)} + \frac{\alpha}{2} \| \lambda \|^2_{H^s(\Omega)}
\]

subject to

\[
\rho c \partial_t T - \text{div}(\lambda(T) \nabla T) + \nu (T - T_{\text{body}}) = u \quad \text{in } Q := [0, t_{\text{fin}}] \times \Omega
\]

\[
T(0, x) = T_{\text{body}} \quad \text{in } \Omega
\]

\[
\nabla T \cdot n = 0 \quad \text{on } \partial Q,
\]

and with

\[
\lambda_a \leq \lambda(T) \leq \lambda_b \quad \text{a.e. in } Q.
\]

All functions are assumed to be as in Problem A2 above with \( s > 0 \).

To solve this PDE we would need either a non-linear solver or a linearization in the temperature. We will use a horizontal method of lines with respect to the time, also called method of Rothe. Method of lines are numerical techniques to solve partial differential equations, especially parabolic equations. The basic idea is to discretize the PDE in all but one dimension. The resulting equations can be solved afterwards with standard techniques [69, 70]. The method of Rothe is a semi-discrete time stepping scheme, where a nonlinear parabolic PDE is linearized with respect to the state [43]. For the present problem (C C) this means that we approximate the time derivative \( \partial_t T \) with a backward Euler method and replace the temperature in the function of the thermal conductivity \( \lambda(T) \) with the temperature from the previous time step, i.e. we obtain accordingly \( \lambda(T^{n-1}) \), \( n \in \mathbb{N} \), where \( T^{n-1} \) denotes the temperature at the \( (n-1) \)th time step. The resulting PDE from this semi-implicit method, which is now linear in the temperature, is as follows

\[
-\text{div} \left( \lambda(T^{n-1}) \nabla T^n \right) + \left( \frac{\rho c}{\tau} + \nu \right) T^n = u + \frac{\rho c}{\tau} T^{n-1} + \nu T_{\text{body}},
\]

where \( \tau > 0 \) denotes the time step size for the Euler method.

The lemma of Lax-Milgram provides a unique solution \( T \in H^1(\Omega) \) for every \( \lambda \in L^2(\Omega) \), if \( \lambda \) is bounded as described above. If we set \( T := T^n \) and use a linear modeling for the thermal conductivity, as described in (3.9), we have \( \lambda(T^{n-1}) \in L^p(\Omega) \) for \( T^{n-1} \in L^p(\Omega), 1 \leq p \leq \infty \). Thus, there exists a continuous control-to-state operator \( S : L^2(\Omega) \to H^1(\Omega) \), with \( \lambda \mapsto T \), such that we can apply Theorem 5.4 which gives us the existence of an optimal control for Problem (C).

### 5.2 The optimality systems for the identification problems

After the theoretical investigations concerning the existence of optimal controls for the different identification problems in the last section, we will go into detail for the application for the method of RFA. That means the identification problems will be described as they are used for the numerical investigations in the next chapter. Particularly the
optimality system will be derived, which means we will calculate the adjoint equations
and the variational equations for the different problems. At first we will investigate the
identification of the heat source and resultant the identification of the electrical conduc-
tivity. Afterwards we will turn to the identification of the thermal conductivity and an
approach to optimize both parameters in one problem.

5.2.1 Problem A1.1: Identification of the heat source

As described above the identification of the electrical conductivity is divided into two
steps, the identification of the heat source $u$, problem A1.1, and the identification of the
electrical conductivity $\sigma$ from the heat source, problem A1.2. Therefore, we will start
with the identification of the heat source. That means we are interested in identifying
the right hand side of the bio-heat transport equation and formulate this as an optimal
control problem with a tracking type objective functional, as described in (A1.1). This
kind of optimal control problem is well known from literature, see [88] and the references
therein. Even though it is well known it is an ill-posed problem. Even small perturba-
tions in the measured heat distribution will produce large variations in the heat source.
Therefore, we will not obtain an exact numerical solution of this problem considering
the absolute values of the right hand side.

Looking at the optimal control problem depicted in (A1.1) we calculate the correspond-
ing adjoint system and variational inequality by using the Lagrange technique. For
theoretical reasons we have to assume $u \in L^2(0, t_{\text{fin}}; H^{-1}(\Omega))$, whereas for practical ap-
lication we assume additionally $\int_\Omega (\nabla u(t_{\text{fin}}, x))^2 \, dx < \infty$. The assumed higher regularity
of the control $u$ permits the use of a modified regularization term to reduce the varia-
tions in the heat source $u$. That means we will use $\frac{\gamma}{2} \int_\Omega (\nabla u(t_{\text{fin}}, x))^2 \, dx$ instead of the
$H^{-1}$-norm at the final time $t_{\text{fin}}$ as regularization.

The Lagrange function $\mathcal{L} : W(0, t_{\text{fin}}) \times L^2(0, t_{\text{fin}}; H^{-1}(\Omega)) \times W(0, t_{\text{fin}}) \rightarrow \mathbb{R}$ with the
Lagrange multiplier $\mu \in W(0, t_{\text{fin}})$ is given by the following equation

$$
\mathcal{L}(T, u, \mu) = F(T, u) - (h(T, u), \mu)_{L^2(\Omega)}
$$

$$
= \frac{1}{2} \int_\Omega (T(t_{\text{fin}}, x) - T_g(x))^2 \, dx + \frac{1}{2} \int_\Omega (\nabla(T(t_{\text{fin}}, x) - T_g(x)))^2 \, dx
$$

$$
+ \frac{\gamma}{2} \int_\Omega (\nabla u(t_{\text{fin}}, x))^2 \, dx - \int_0^{t_{\text{fin}}} \int_\Omega \rho c \partial_t T \mu \, dx \, dt
$$

$$
- \int_0^{t_{\text{fin}}} \int_\Omega \lambda \nabla T \nabla \mu \, dx \, dt - \int_0^{t_{\text{fin}}} \int_\Omega \nu (T - T_{\text{body}}) \mu \, dx \, dt
$$

$$
+ \int_0^{t_{\text{fin}}} \int_\Omega u \mu \, dx \, dt - \int_0^{t_{\text{fin}}} \int_{\Omega_{\text{pr}}} (T - T_{\text{body}}) \mu \, dx \, dt,
$$
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where \( h(T, u) \) denotes the constraints described in (C A1.1) and \( \gamma \in \mathbb{R} \) denotes the regularization parameter. To derive the adjoint equation we have to differentiate the Lagrange function with respect to the state \( T \). Using integration by parts we obtain the following adjoint equation

\[
\rho c \partial_t \mu - \text{div}(\lambda \nabla \mu) + \nu \mu = 0 \quad \text{in } Q
\]

\[
\mu(t_{\text{fin}}, x) = T(t_{\text{fin}}, x) - T_g - \text{div}(\nabla(T(t_{\text{fin}}, x) - T_g)) \quad \text{in } \Omega,
\]

\[
\mu(t, x) = 0 \quad \text{on } [0, t_{\text{fin}}] \times \Omega_{\text{pr}},
\]

\[
\nabla \mu(t, x) \cdot n = 0 \quad \text{on } [0, t_{\text{fin}}] \times \partial \Omega,
\]

with \( Q := [0, t_{\text{fin}}] \times \Omega \). And for the corresponding variational inequality we have

\[
D_u \mathcal{L}(T, u, \mu)(v - u) = \gamma \int_\Omega \nabla u \nabla (v(t_{\text{fin}}) - u) \, dx + \int_0^{t_{\text{fin}}} \int_\Omega \mu(v - u) \, dx \, dt \geq 0 \quad \forall v \in U_u^{u_{\text{ad}}}, \quad (5.6)
\]

with \( U_u^{u_{\text{ad}}} = \{ u \in L^2(0, t_{\text{fin}}; H^{-1}(\Omega)) \mid u_a \leq u \leq u_b \text{ a.e. in } \Omega \text{ and } \int_\Omega (\nabla u(t_{\text{fin}}, x))^2 \, dx < \infty \} \).

Due to the restriction of the objective functional on the final time \( t_{\text{fin}} \) the derivative of the objective can be found now in the boundary condition of the adjoint system. Altogether we obtain a time dependent system with a boundary condition at the final time \( t_{\text{fin}} \) and on the spatial boundaries. This end-time condition makes the whole system hard to solve. We would need a simple shooting method or for a more stable result a multiple shooting method. Another possibility is to simplify the whole problem by using either only one time step, which can be described by a Helmholtz-term, or to reduce the whole problem to a steady state system

\[
\min_{T, u} F(T, u) := \frac{1}{2} \| T - T_g \|_{H^1(\Omega)}^2 + \frac{\gamma}{2} \int_\Omega (\nabla u)^2 \, dx \quad (A1.1')
\]

such that

\[
-\text{div}(\lambda \nabla T) = u - \nu(T - T_{\text{body}}) \quad \text{in } \Omega,
\]

\[
T = T_{\text{body}} \quad \text{on } \Omega_{\text{pr}},
\]

\[
\nabla T \cdot n = 0 \quad \text{on } \partial \Omega,
\]

and with

\[
u_a(x) \leq u(x) \leq u_b(x) \quad \text{a.e. in } \Omega.
\]
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The resulting simplified Lagrange functional $L$ with the Lagrange multiplier $\mu \in H^1(\Omega)$ and the corresponding adjoint system are as follows

$$L(T,u,\mu) = \frac{1}{2} \int_\Omega (T - T_g)^2 \, dx + \frac{1}{2} \int_\Omega (\nabla(T - T_g))^2 \, dx + \frac{\gamma}{2} \int_\Omega (\nabla u)^2 \, dx$$

$$- \int_\Omega \lambda \nabla T \nabla \mu \, dx - \int_\Omega \nu(T - T_{\text{body}}) \mu \, dx$$

$$- \int_{\Omega_{\text{pr}}} (T - T_{\text{body}}) \mu \, dx$$

and hence the adjoint system

$$\begin{align*}
- \text{div}(\lambda \nabla \mu) + \nu \mu &= (T - T_g) - \text{div}(\nabla(T - T_g)) & \text{in } \Omega, \\
\mu &= 0 & \text{on } \Omega_{\text{pr}}, \\
\nabla \mu \cdot n &= 0 & \text{on } \partial \Omega.
\end{align*}$$

The variational inequality is apart from the integrals mainly the same as in (5.6)

$$D_u L(T,u,\mu)(v - u) = \int_\Omega \mu(v - u) \, dx + \gamma \int_\Omega \nabla u \nabla (v - u) \, dx \geq 0$$

for all $v \in U^u_{\text{ad}}$ with $U^u_{\text{ad}} := \{ u \in H^{-1}(\Omega) | u_a(x) \leq u(x) \leq u_b(x) \}$ and $\int_\Omega (\nabla u)^2 \, dx < \infty$.

5.2.2 Problem A1.2: Identification of the electrical conductivity

For the second step in the splitted identification problem A1 for the electrical conductivity we consider two different settings. The first one is the original problem with the scaling term $P_{\text{eff}} P_{\Omega}$. The second one is a simplified model, where we replace the scaling term $P_{\text{eff}} P_{\Omega}$ by a constant factor $p \in \mathbb{R}$, as described in (A1.2) and (C A1.2). In both cases we assume a higher regularity for the heat source $u$ than provided by the RFA model to ensure the existence of an optimal control as described in section 5.1.2. For the numerical implementation, presented in the next chapter, the optimization works despite the fact that the boundary of the computational domain is not as smooth as necessary due to the shape of the electrodes. This is based on the spatial discretization. Probably, for a discretization where the grid size tends to zero the optimization will fail.

5.2.2.1 The model including the scaling term

In this first approach to identify a spatially distributed electrical conductivity $\sigma$ we consider the optimal control problem (A1.2) with the actual scaling term $P_{\text{eff}} P_{\Omega}$ instead of the approximation $p$. The aim is to determine the electrical conductivity $\sigma$ from a given heat source $u_g$ calculated before. At first we need to derive the optimality system. This is done by using the Lagrange method to calculate the adjoint system and the variational inequality. Again the regularization is slightly modified. Instead of using the
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full $H^s$-norm, with $s > \frac{3}{2}$, we will regularize the gradient only, i.e. we use $\frac{\beta}{2}\|\nabla\sigma\|^2_{L^2(\Omega)}$ as regularization term. The Lagrange function $\mathcal{L}(\phi, \sigma, \mu) : H^1(\Omega) \times H^s(\Omega) \times H^1(\Omega) \to \mathbb{R}$, $s > \frac{3}{2}$, with the Lagrange multiplier $\mu \in H^1(\Omega)$ for the considered problem is as follows

$$\mathcal{L}(\phi, \sigma, \mu) = \frac{1}{2} \int_{\Omega} \left( \frac{P_{\text{eff}}}{P_{\Omega}} \sigma |\nabla \phi|^2 - u_g \right)^2 \, dx + \frac{\beta}{2} \int_{\Omega} (\nabla \sigma)^2 \, dx$$

$$- \int_{\Omega} \sigma \nabla \phi \nabla \mu \, dx - \int_{\Gamma_+} (\phi - 1) \mu \, dx$$

$$- \int_{\Gamma_-} (\phi + 1) \mu \, dx.$$

To derive the corresponding adjoint equation of the problem, we need to consider the derivative of the Lagrangian function with respect to the potential $\phi$. In the following we will concentrate on the model for a bipolar probe. The only term in the bio-heat transfer equation which is influenced by the polarity of the applicator is the term $P_{\text{eff}}$. This term can be considered separately in case of a monopolar probe.

The derivative of the Lagrangian is as follows

$$D_{\phi} \mathcal{L}(\phi, \sigma, \mu)(h) = 2 \int_{\Omega} q(\phi, \sigma) \left( \frac{P_{\text{eff}}}{P_{\Omega}} \sigma \nabla \phi \nabla h \right) \, dx$$

$$- \int_{\Omega} q(\phi, \sigma) \frac{64R^2_{\text{I}}P_{\text{set}}}{(4 + R_{\text{I}}P_{\Omega})^3} \sigma |\nabla \phi|^2 \, dx \int_{\Omega} \sigma \nabla \phi \nabla h \, dx$$

$$- \int_{\Omega} \sigma \nabla h \nabla \mu \, dx - \int_{\Gamma_+} h \mu \, dx - \int_{\Gamma_-} h \mu \, dx,$$

with

$$q(\phi, \sigma) := \frac{P_{\text{eff}}}{P_{\Omega}} \sigma |\nabla \phi|^2 - u_g \quad (5.9)$$

and

$$P_{\Omega}(\phi, \sigma) = \int_{\Omega} \sigma |\nabla \phi|^2 \, dx,$$

$$\frac{P_{\text{eff}}}{P_{\Omega}} = \frac{16R_{\text{I}}P_{\text{set}}}{(4 + R_{\text{I}}P_{\Omega})^2},$$

$$D_{\phi}P_{\Omega}(\phi, \sigma)(h) = 2 \int_{\Omega} \sigma(x) \nabla \phi(x) \nabla h(x) \, dx,$$

$$D_{\phi} \left( \frac{P_{\text{eff}}}{P_{\Omega}} \right)(h) = -2 \frac{16R^2_{\text{I}}P_{\text{set}}}{(4 + R_{\text{I}}P_{\Omega})^3} \int_{\Omega} \sigma \nabla \phi \nabla h \, dx.$$
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In case of a monopolar probe only the term $\frac{P_{\text{eff}}}{P_\Omega}$ and its derivative change. For $\phi = 1$ at the electrode we obtain

\[
\frac{P_{\text{eff}}}{P_\Omega} = \frac{4R_1P_{\text{set}}}{(1 + R_1P_\Omega)^2}, \\
D_\phi \left( \frac{P_{\text{eff}}}{P_\Omega} \right)(h) = -2 \frac{4R_1^2P_{\text{set}}}{(1 + R_1P_\Omega)^3} \int_\Omega \sigma \nabla \phi \nabla h \, dx.
\]

These terms can be set appropriately in the Lagrangian. For the derivation of $\frac{P_{\text{eff}}}{P_\Omega}$ see chapter 3.

By solving $D_\phi \mathcal{L}(\phi, \sigma, \mu)(h) = 0$ for all functions $h \in H^1(\Omega)$ and defining the Lagrange multiplier appropriately, we obtain the corresponding adjoint equation

\[
- \text{div}(\sigma \nabla \mu) = \text{div}(\sigma \nabla \phi) \int_\Omega q(\phi, \sigma) g(\sigma)\sigma |\nabla \phi|^2 \, dx \\
-2 \text{div} \left( q(\phi, \sigma) \frac{P_{\text{eff}}}{P_\Omega} \sigma \nabla \phi \right) \quad \text{in } \Omega \setminus \Gamma, \\
\nabla \phi \cdot n = 0 \quad \text{on } \partial \Omega, \\
\phi = 0 \quad \text{on } \Gamma_+ \cup \Gamma_-.
\]

For the variational inequality we need $D_\sigma \mathcal{L}(\phi, \sigma, \mu)(\sigma - \sigma) \geq 0$. The derivative with respect to the electrical conductivity $\sigma$ is given as

\[
D_\sigma \mathcal{L}(\phi, \sigma, \mu)(v - \sigma) = \int_\Omega \left( g(\sigma)\sigma |\nabla \phi|^2 - u_g \right) g(\sigma)(v - \sigma)|\nabla \phi|^2 \\
+ \int_\Omega \left( g(\sigma)\sigma |\nabla \phi|^2 - u_g \right) g'(\sigma)P_\Omega(v - \sigma)\sigma |\nabla \phi|^2 \, dx \\
+ \beta \int_\Omega \nabla \sigma \nabla (v - \sigma) \, dx - \int_\Omega \nabla \phi \nabla \mu (v - \sigma) \, dx \\
\geq 0 \quad \forall v \in U^\sigma_{\text{ad}},
\]

with the admissible set for the control $\sigma$ for a certain $s > \frac{3}{2}$

\[
U^\sigma_{\text{ad}} := \{ \sigma \in H^s(\Omega) \mid 0 < \sigma_a(x) \leq \sigma(x) \leq \sigma_b(x) \}.
\]

And with the auxiliary function

\[
g(\sigma) := \frac{P_{\text{eff}}}{P_\Omega(\sigma)}, \\
\partial_\sigma g(\sigma)(v) = \begin{cases} 
-2 \frac{16R_1^2P_{\text{set}}}{(4+R_1P_\Omega)^3} P_\Omega(v) & \text{(bipolar applicator)}, \\
-2 \frac{4R_1^2P_{\text{set}}}{(1+R_1P_\Omega)^3} P_\Omega(v) & \text{(monopolar applicator)}.
\end{cases}
\]

Finally, if we consider $f(\sigma) := F(\phi(\sigma), \sigma)$ as a function of $\sigma$, the total derivative $f'(\sigma)$ of the objective functional with respect to the electrical conductivity $\sigma$ for the setting
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with a bipolar probe is

\[ f'(\sigma) = |\nabla \phi|^2 \int_\Omega q(\phi, \sigma) \frac{32 R_I^2 P_{\text{set}}}{(1 + R_I P_{\Omega})^3} \sigma |\nabla \phi|^2 \, dx \]

\[ - q(\phi, \sigma) \frac{P_{\text{eff}}}{P_{\Omega}} |\nabla \phi|^2 - \alpha \text{div}(\nabla \sigma) + \nabla \phi \nabla \mu, \]

with the adjoint state \( \mu \) and \( q(\phi, \sigma) \) as defined in (5.9). As mentioned before, the scaling term produces difficulties for the optimization if we assume a spatially distributed electrical conductivity \( \sigma \). Due to the locally varying effect of the power density we obtain a local highly steep gradient which precludes an optimization for the current setting. The steepness of the gradient is increased by the scaling term which depends on the electrical conductivity again.

To deal with these limitations we will reformulate the problem in the next section with a constant scaling term.

5.2.2.2 Simplifying the model to evade the scaling term

The whole identification problem is simplified by replacing the actual scaling factor by a real value \( p \in \mathbb{R} \), cf. (A1.2). Let us assume that the setup power \( P_{\text{set}} \) and the inner resistance of the generator \( R_I \) are constant values, then we can consider the scaling factor as a real valued function in \( \sigma \)

\[ g(\sigma) := \frac{P_{\text{eff}}}{P_{\Omega}}(\sigma) : H^s(\Omega) \to \mathbb{R}. \]

The assumption of constant values \( P_{\text{set}} \) and \( R_I \) is reasonable since these values may change only in time but the considered problem (A1.2) is not time-dependent. The function \( g(\sigma) \) can be approximated by a constant value \( p \in \mathbb{R} \). In the end the product \( p\sigma \) is identified instead of \( \sigma \). With this approximation the target functional reduces to

\[ \min_{\phi, \sigma} F(\phi, \sigma) := \frac{1}{2} \| p\sigma |\nabla \phi|^2 - u_g \|_{L^2(\Omega)}^2 + \frac{\beta}{2} \| \nabla \sigma \|_{L^2(\Omega)}^2 \]

The adjoint system and the variational inequality simplifies accordingly to

\[ -\text{div}(\sigma \nabla \mu) = 2\text{div}\left( (p \sigma |\nabla \phi|^2 - u_g) p \sigma \nabla \phi \right) \quad \text{in } \Omega \setminus \Gamma, \]

\[ \nabla \phi \cdot n = 0 \quad \text{on } \partial \Omega, \]

\[ \phi = 0 \quad \text{on } \Gamma = \Gamma_+ \cup \Gamma_- \]
and
\[
D_\sigma \mathcal{L}(\phi, \sigma, \mu)(v - \sigma) = p \int_{\Omega} \left( p \sigma |\nabla \phi|^2 - u_g \right) (v - \sigma)|\nabla \phi|^2 \, dx \\
+ \beta \int_{\Omega} \nabla \sigma \nabla (v - \sigma) \, dx + \int_{\Omega} \nabla \phi \nabla \mu (v - \sigma) \, dx \\
\geq 0 \quad \forall v \in U_{\sigma}^{ad},
\]
where \( U_{\sigma}^{ad} \) denotes the admissible set for the control \( \sigma \) as before.
The problem differs slightly from the original one since the value of \( \sigma \) depends now on the chosen approximation \( p \) for the scaling term.

### 5.2.2.3 Simplified model with an additional scaling term

Beside the problem with the scaling term the spatial high variety of the gradient persists, i.e. the gradient of the potential varies a lot on the spatial domain. Near the electrodes we have a really steep descent and at the outer boundary the gradient flattens. Therefore, we introduce a scaling term in the objective to smooth the derivative and improve the optimization or rather make it possible. This can be achieved by scaling the fitting term in the target function with the piecewise reciprocal of the squared gradient, denoted by
\[
S := \begin{cases} 
\frac{1}{|\nabla \phi|^2}, & \text{if } |\nabla \phi| \neq 0, \\
1, & \text{if } |\nabla \phi| = 0.
\end{cases}
\]
If the gradient is equal to zero, e.g. at the electrodes, the scaling \( S \) is set to 1. The target functional then becomes
\[
\min_{\phi, \sigma} F(\phi, \sigma) := \frac{1}{2} \| S \left( p \sigma |\nabla \phi|^2 - u_g \right) \|_{L^2(\Omega)}^2 + \frac{\beta}{2} \| \nabla \sigma \|_{L^2(\Omega)}^2. \tag{A1.2'}
\]
With this additional scaling the adjoint equation and the variational inequality change accordingly. The adjoint state can be calculated by the following adjoint system
\[
-\text{div}(\sigma \nabla \mu) = -\text{div} \left( 2 (S)^2 \left( p \sigma |\nabla \phi|^2 - u_g \right) S u_g \nabla \phi \right) \quad \text{in } \Omega \setminus \Gamma \\
\nabla \phi \cdot n = 0 \quad \text{on } \partial \Omega, \\
\phi = 0 \quad \text{on } \Gamma_+ \cup \Gamma_-.
\tag{5.11}
\]
Further as variational inequality we obtain
\[
D_\sigma \mathcal{L}(\phi, \sigma, \mu)(v - \sigma) = \int_{\Omega} S \left( p \sigma |\nabla \phi|^2 - u_g \right) p(v - \sigma) \, dx \\
+ \beta \int_{\Omega} \sigma (v - \sigma) \, dx - \int_{\Omega} \nabla \phi \nabla \mu (v - \sigma) \, dx \\
\geq 0 \quad \forall v \in U_{\sigma}^{ad},
\tag{5.12}
\]
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with the admissible set $U_{ad}^\sigma$ for the control $\sigma$ as before.

In the above modeling with the approximation $p$ of the actual scaling term $\frac{P_{\text{set}}}{P_{\Omega}}$ we must have in mind that the size of the scaling term depends on different values as the generator power $P_{\text{set}}$, the generator impedance $R_I$ and last but not least on the parameter $\sigma$. Small changes in these values may cause large changes in the scaling term. Therefore, we need a really good approximation $p$ to be able to calculate the correct electrical conductivity. The dependence of the scaling term $\frac{P_{\text{set}}}{P_{\Omega}}$ on the electrical conductivity $\sigma$ is shown in figure 5.4. Especially for the values of the electrical conductivity $\sigma$ in human tissue, which are typically in the range of $[0, 2]$ Sm$^{-1}$, considerable differences for the scaling factor are observable.

In the above optimization problem we consider all the time the product $p\sigma$ of the approximated scaling factor and the electrical conductivity, which correlates to the desired product except that we do not know the exact factorization. That means for an over estimating of the approximated scaling term $p$ in the beginning the resulting electrical conductivity $\sigma$ is smaller than the optimal one and vice versa. Because of the complexity of the scaling term we are not able to solve this problem finally. However, for the aim of the above optimization problem the identification of the product is a good step towards the improvement for the modeling depending on temperature changes. The finally calculated heat source and the temperature distribution are not affected by the scaling. Otherwise, if we change e.g. the power during the ablation, it becomes important to know the electrical conductivity itself and not only the product of the scaling term and the conductivity. Therefore, it is still important to develop an identification problem for the electrical conductivity itself.

5.2.3 Problem A2: Identification of the thermal conductivity

For the identification of a spatially distributed thermal conductivity we consider problem A2. That means we want to identify the thermal conductivity $\lambda$ from given temperature
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measurements $T_g$ at a certain time $t_{\text{fin}}$. The objective functional is described in (A2) and the constraints $h(T, \lambda)$ are described in (C A2). In the following we will assume $\lambda \in L^2(0, t_{\text{fin}}; H^1(\Omega))$ and use accordingly the $H^1$-norm for the regularization.

The Lagrange function $\mathcal{L} : W(0, t_{\text{fin}}) \times L^2(0, t_{\text{fin}}; H^1(\Omega)) \times W(0, t_{\text{fin}}) \to \mathbb{R}$ with the Lagrange multiplier $\mu \in W(0, t_{\text{fin}})$ is given by the following equation

$$\mathcal{L}(T, \lambda, \mu) = F(T, \lambda) - (h(T, \lambda), \mu)_{L^2(\Omega)}$$

$$= \frac{1}{2} \int_{\Omega} (T(t_{\text{fin}}, x) - T_g(x))^2 \, dx + \frac{1}{2} \int_{t_{\text{fin}}}^1 \left(\nabla (T(t_{\text{fin}}, x) - T_g(x)) \right)^2 \, dx$$

$$+ \frac{\alpha}{2} \int_0^{t_{\text{fin}}} \lambda^2 \, dx + \frac{\alpha}{2} \int_0^{t_{\text{fin}}} (\nabla \lambda)^2 \, dx - \int_0^{t_{\text{fin}}} \rho c \partial_t T \mu \, dx \, dt$$

$$- \int_0^{t_{\text{fin}}} \lambda \nabla T \nabla \mu \, dx \, dt - \int_0^{t_{\text{fin}}} \nu (T - T_{\text{body}}) \mu \, dx \, dt$$

$$+ \int_0^{t_{\text{fin}}} \int_{\Omega_{\text{pr}}} \frac{P_{\text{eff}}}{P_{\text{eq}}} \sigma |\nabla \phi|^2 \mu \, dx \, dt - \int_{\Omega_{\text{pr}}} (T - T_{\text{body}}) \mu \, dx \, dt$$

$$- \int_0^{t_{\text{fin}}} \int_{\Omega_{\text{pr}}} (T - T_{\text{body}}) \mu \, dx \, dt - \int_0^{t_{\text{fin}}} \int_{\partial \Omega} \nabla T \cdot n \mu \, dx \, dt.$$

The corresponding adjoint equation to the problem can be obtained technically by differentiating the above Lagrange function with respect to the temperature $T$. By using integration by parts and reformulating the system we obtain the following adjoint system which is a backwards heat equation

$$\rho c \partial_t \mu - \text{div}(\lambda \nabla \mu) + \nu \mu = 0 \quad \text{in } Q := [0, t_{\text{fin}}] \times \Omega,$$

$$\mu(t_{\text{fin}}, x) = T(t_{\text{fin}}, x) - T_g(x)$$

$$- \text{div}\left(\nabla (T(t_{\text{fin}}, x) - T_g(x))\right) \quad \text{in } \Omega,$$

$$\mu(t, x) = 0 \quad \text{on } [0, t_{\text{fin}}] \times \Omega_{\text{pr}},$$

$$\nabla \mu(t, x) \cdot n = 0 \quad \text{on } [0, t_{\text{fin}}] \times \partial \Omega,$$

with the adjoint state $\mu$. Such a PDE backward in time can be solved by a multiple shooting method (further explanations for multiple shooting are given e.g. in [79], section 7.3).

The variational inequality can be calculated by differentiating the Lagrangian with re-
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spect to the control $\lambda$

\[
D_\lambda \mathcal{L}(T, \lambda, \mu)(v - \lambda) = \alpha \int_\Omega \lambda (v - \lambda) \, dx + \alpha \int_\Omega \nabla \lambda \nabla (v - \lambda) \, dx - \int_0^{t_{\text{fin}}} \int_\Omega \nabla T \nabla \mu (v - \lambda) \, dx \, dt,
\]

for all $v \in U_{\text{ad}}^\lambda := \{ \lambda \in L^2(0, t_{\text{fin}}; H^1(\Omega)) \mid 0 < \lambda_a \leq \lambda \leq \lambda_b \}$. The derived adjoint equation and the variational inequality can be used to solve the optimal control problem for example with a gradient method, where the variational inequality provides the descent direction.

For practical application the identification of a spatially distributed thermal conductivity $\lambda$ as described above is nearly impossible, like the identification of the electrical conductivity. Due to the only local influence of the temperature on the domain, the gradient is almost flat except for the vicinity of the probe, where the gradient with respect to the thermal conductivity is steep. Therefore, we would need an appropriate scaling as for the electrical conductivity. However, this will not be subject to the present investigations.

In the next section we will describe another idea for the identification of the thermal conductivity. This approach is later on used for the identification of temperature dependent conductivities as well as for tissue dependent parameters, which is then formulated as a nonlinear optimization problem.

5.2.4 Problem B and C: Identification of temperature and tissue dependent conductivities

In this section we will investigate an approach for the identification which neglects the temperature as optimization variable and reduces the whole problem to an identification problem without any constraints, beside the box constraints for the control. Correspondingly we would need another possibility to calculate the derivative of the objective functional with respect to the optimization variable, since we do not have an adjoint system any longer. This method is later on used for the identification of the temperature dependent parameters as well as for tissue dependent parameters. Theoretically, problem B with tissue dependent parameters is a special case of problem A with spatially distributed parameters, if we consider the parameter function as piecewise constant. But practically the following approach proved to be a good method for the identification of tissue dependent parameters as well.

At first we formulate a general optimal control problem where the control is used as optimization variable only and apply it afterwards to the identification of the material parameters in RFA. Later on the problem will be changed into a nonlinear optimization problem.
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The general optimal control problem is given by

$$\min_u f(u) := F(y(u), u),$$

where the objective $F(y, u)$ is reduced to an objective $f(u)$ which depends on the control $u$ only. The former constraints enter this problem via the state $y(u)$, which is calculated by solving $h(y, u) = 0$, compare with (OCP). To differentiate the objective properly we have to use the chain rule, i.e.

$$\frac{\partial}{\partial u} f[w] = \frac{\partial}{\partial y} F \frac{\partial}{\partial u} y[w],$$

(5.14)

where $\frac{\partial}{\partial u} f[w]$ denotes the directional derivative of the objective $f$ along $w$ with respect to the control $u$.

Usually the first factor, the derivative of the objective with respect to the state $\frac{\partial F}{\partial y}$, can be calculated without any difficulties. Whereas the second factor needs some further investigations. Assume we have given a general parabolic PDE

$$\partial_t y(t, x) - \text{div}(u(x) \nabla y(t, x)) = g(t, x)$$

with appropriate boundary conditions. For the derivative of the state $y$ with respect to the control $u$ we apply the differential operator to the above equation and obtain

$$\partial_t \left( \frac{\partial}{\partial u} y[w] \right) - \text{div} \left( w \nabla y + u \nabla \left( \frac{\partial}{\partial u} y[w] \right) \right) = 0$$

$$\partial_t \left( \frac{\partial}{\partial u} y[w] \right) - \text{div} \left( u \nabla \frac{\partial}{\partial u} y[w] \right) = \text{div}(w \nabla y).$$

By defining $\psi := \frac{\partial}{\partial u} y[w]$ we may rewrite the above equation as a PDE in $\psi$

$$\partial_t \psi - \text{div}(u \nabla \psi) = \text{div}(w \nabla y).$$

(5.15)

That means we have to solve (5.15) for $\psi$ to obtain the derivative $\frac{\partial}{\partial u} y[w]$.

To apply the above results to the identification of the thermal conductivity we will consider the following objective functional

$$f(\lambda) = F(T(\lambda), \lambda) := \frac{1}{2} \|T(t_{\text{fin}}, x) - T_g(x)\|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \|\lambda\|_{L^2(\Omega)}^2.$$

(5.16)

Instead of the $H^1$-norm as used in (A2), the $L^2$-norm is used. This is justified because the thermal conductivity and the electrical conductivity are modeled as spatially constant or as piecewise constant at the different tissue types (liver, tumor, vascular system). Hence the temperature distribution will be smoother than for spatially varying conductivities.
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and accordingly the term \( \int_{\Omega} (\nabla(T - T_g))^2 \, dx \) influences the objective functional not that much. On the contrary, for the model with spatially distributed conductivities this term is the main part of the objective functional and has to be taken into account necessarily. According to the explanations above the derivative of the functional (5.16) with respect to the thermal conductivity \( \lambda \) can be calculated by using the chain rule (5.14) and we obtain

\[
D_{\lambda} f(v) = D_T F(\partial_{\lambda} T)(v) = \int_{\Omega} (T - T_g) \partial_{\lambda} T v \, dx + \alpha \int_{\Omega} \lambda v \, dx,
\]

where \( \partial_{\lambda} T \) denotes the derivative of the temperature with respect to the thermal conductivity \( \lambda \). The derivative \( \partial_{\lambda} T \) can be calculated either by using the difference quotient or by solving an appropriate PDE in \( \partial_{\lambda} T \), compare (5.15),

\[
\rho_c \partial_t (\partial_{\lambda} T) - \text{div}(\lambda \nabla (\partial_{\lambda} T)) + \nu (\partial_{\lambda} T) = \text{div}(v \nabla T).
\]

With this formulation we are able to solve the problem without the need to solve a PDE backward in time as we will have to do if we use the adjoint equation (5.13) above.

If we model the thermal conductivity as a linear temperature dependent function as described in section 3.3.3, we obtain an additional factor in the chain rule and the derivative of the target functional becomes

\[
D_{\lambda_{\text{ref}}} f(v) = D_T F(\partial_{\lambda_{\text{ref}}} T)(\partial_{\lambda_{\text{ref}}} \lambda)(v)
\]

\[
= \int_{\Omega} (T - T_g) \partial_{\lambda_{\text{ref}}} T (1 + \alpha_\lambda (T - T_{\text{ref}})) v \, dx + \alpha \int_{\Omega} \lambda (1 + \alpha_\lambda (T - T_{\text{ref}})) v \, dx
\]

for the coefficient function \( \lambda_{\text{ref}}(x) \). For the coefficient function \( \alpha_\lambda(x) \) we obtain analogously

\[
D_{\alpha_\lambda} f(v) = D_T F(\partial_{\lambda} T)(\partial_{\alpha_\lambda} \lambda)(v)
\]

\[
= \int_{\Omega} (T - T_g) \partial_{\lambda} T \lambda_{\text{ref}}(T - T_{\text{ref}}) v \, dx + \alpha \int_{\Omega} \lambda \lambda_{\text{ref}}(T - T_{\text{ref}}) v \, dx.
\]

Suppose that we define \( \sigma \) as a constant function in \( \Omega \) or as a piecewise constant function on the three different tissue types (tumor, native liver and blood vessels), the approach can also be applied to the optimization of the electrical conductivity \( \sigma \). Also a linear temperature dependent modeling for the electrical conductivity is possible. Let us consider the following objective functional, similar to (5.16)

\[
f(\sigma) = F(T(\sigma), \sigma) := \frac{1}{2} \| T(t_{\text{fin}}, x) - T_g(x) \|^2_{L^2(\Omega)} + \frac{\beta}{2} \| \sigma \|^2_{L^2(\Omega)}. \tag{5.17}
\]

The derivative becomes little more complex as we have to differentiate the heat source on the right hand side of the heat equation too. The resulting PDE is nearly the same as for
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the thermal conductivity except the right hand side. The derivative of the temperature with respect to the electrical conductivity $\partial_\sigma T$ can be calculated with the following PDE

$$\rho c \partial_t(\partial_\sigma T) - \text{div}(\lambda \nabla (\partial_\sigma T)) + \nu(\partial_\sigma T) = \partial_\sigma Q_{\text{ref}},$$

with

$$\partial_\sigma Q_{\text{ref}}[w] = \partial_\sigma \left( \frac{P_{\text{eff}}}{P_\Omega} \sigma |\nabla \phi|^2 \right)[w]$$

$$= \partial_\sigma \left( \frac{P_{\text{eff}}}{P_\Omega} \sigma |\nabla \phi|^2 + \frac{P_{\text{eff}}}{P_\Omega} w |\nabla \phi|^2 + 2 \frac{P_{\text{eff}}}{P_\Omega} \sigma \nabla \phi \nabla \psi [w].$$

The derivative of the potential with respect to $\sigma$ is denoted by $\psi := \partial_\sigma \phi$ and can be calculated as solution of the PDE

$$-\text{div}(\sigma \nabla \psi) = \text{div}(w \nabla \phi).$$

The derivative of the scaling factor is given by

$$\partial_\sigma \left( \frac{P_{\text{eff}}}{P_\Omega} \right)[w] = \begin{cases} 
-2 \frac{16 R_i^2 P_{\text{set}}}{(4+R_i P_{\text{set}}(\sigma))^3} P_\Omega(w) & \text{(bipolar applicator)}, \\
-2 \frac{4 R_i^2 P_{\text{set}}}{(4+R_i P_{\text{set}}(\sigma))^3} P_\Omega(w) & \text{(monopolar applicator)}. 
\end{cases}$$

compare with (5.10) in section 5.2.2.1.

The advantage of the temperature or tissue dependent modeling is that the only local impact of the temperature does not matter. For the linear temperature dependent conductivities the influence of the temperature on the parameters is valid on the whole domain and not only locally. Therewith the locally steep descent as in problem A is avoided and an optimization is possible which is valid on the whole domain. Otherwise is the complexity of the modeling limited. That means it is impossible to use a polynomial of higher degree for the modeling of the electrical conductivity because that will lead to a loss of regularity for the optimization parameter. But a linear model for the electrical conductivity does not cope with the complex behavior of the parameter during the RFA, as can be seen in the measured data from porcine liver depicted in figure 5.1.

If the linear temperature dependent parameters are modeled with constant coefficients we obtain a nonlinear optimization problem instead of the original optimal control problem. That means the control reduces to a finite dimensional vector. For linear temperature dependent and additional tissue dependent parameters

$$\lambda(T) = \lambda_{\text{ref}} (1 + \alpha_\lambda (T - T_{\text{ref}}))$$

$$\sigma(T) = \sigma_0 + \sigma_1 (T - T_{\text{ref}})$$

we obtain at most a six-dimensional vector for each parameter. Two coefficients $(\lambda_{\text{ref}}, \alpha_\lambda)$ or $(\sigma_0, \sigma_1)$ for each tissue type (liver, tumor and vascular system). Therewith the dimension for the controls is considerably reduced.
5.3 Numerical implementation

This optimization problem has to be solved in a different way as described above. Due to the small number of variables it is advisable to use an approximation of the derivative as for example central differences instead of the method described above. For the numerical results presented in the next chapter the nonlinear optimization solver WORHP [62] is used. The solver provides different approximation strategies for the gradient or the Hessian.

The reformulation of the problem as a nonlinear optimization problem has advantages as well as drawbacks. The reduced dimensionality is a great advantage and the consideration of the temperature dependence improves the optimization since the locally steep gradient is avoided. But for real applications we are not able to account for spatial variations in the measured data. If we have another kind of dependence on the temperature distribution than a linear dependency, we will get some troubles. That means we have to know the kind of temperature dependence in advance. Especially for the electrical conductivity this states a major problem, since the kind of temperature dependence is not known exactly.

5.3 Numerical implementation

In this section some aspects of the numerical implementation used in the next chapter are described. For the numerical implementation a spatial discretization is needed. Therefore, all functions are discretized in space with the method of finite elements described already in section 3.4.

Let us consider the following problem where the control $u$ is the only optimization variable and the state $y$ is calculated corresponding to $u$

$$
\min_{u} F(y(u), u).
$$

A discretization of the control $u$ leads to the following modified problem, where the state $y$ is now calculated with the discrete control $u_h$

$$
\min_{u_h} F(y(u_h), u_h).
$$

Further discretization of the state $y$ will give us the final discrete version of the original problem

$$
\min_{u_h} F(y_h(u_h), u_h),
$$

which can be minimized with respect to the control $u_h$. In this case the state is calculated corresponding to the control and the constraints $h(y_h, u_h) = 0$ are satisfied accordingly. If the problem is formulated with both the state and the control as optimization variables

$$
\min_{y_h, u_h} F(y_h, u_h)
$$

subject to $h(y_h, u_h) = 0$
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the constraints have to be considered explicitly in the optimization process to assure that they are satisfied.

In the following a brief example for the discretization of Problem (A1.1′) is presented. For the solution with the gradient descent method we need the discretized objective functional as well as the discretized versions of the PDEs for the temperature $T$ and the adjoint state $\mu$ and the descent direction $d$. In the following $\vec{u}$ will denote the vector of the coefficients in the linear combination of $u_h$, similar to the description in section 3.4.1, cf. (3.19). The same for all other functions.

The objective

$$F(T, u) := \frac{1}{2} \lVert T - T_g \rVert_{H^1(\Omega)}^2 + \frac{\gamma}{2} \int_{\Omega} (\nabla u)^2 \, dx$$

becomes with the coefficient vectors $\vec{T}$ and $\vec{u}$ of the already discretized temperature $T_h$ and the discretized heat source $u_h$, respectively, which correspond to the state $y_h$ and the control $u_h$ from above,

$$F(\vec{T}, \vec{u}) = \frac{1}{2} \langle \vec{T} - \vec{T}_g \rangle^t M \vec{T} - \vec{T}_g + \frac{1}{2} \langle \vec{T} - \vec{T}_g \rangle^t L (\vec{T} - \vec{T}_g) + \frac{1}{2} \vec{u}^t L \vec{u}.$$

Here $M$ denotes the mass matrix and $L$ the stiffness matrix.

The PDEs for the constraints and the adjoint equation are discretized similar to the description in section 3.4, i.e. for the constraints (C A1.1′) we obtain

$$L^\lambda \vec{T} + M^\nu \vec{T} = M \vec{u} + M^\nu \vec{T}_{\text{body}}$$

with the stiffness matrix $L^\lambda$ weighted with $\lambda$ and the mass matrices $M$ and $M^\nu$, where the latter one is weighted with the perfusion coefficient $\nu$. If a cooled probe is modeled, i.e. $T = T_{\text{body}}$ holds on the probe, we have to modify the equation accordingly, cf. (3.21).

The discretized version of the adjoint (5.7) is

$$L^\lambda \vec{\mu} + M^\nu \vec{\mu} = M (\vec{T} - \vec{T}_g) + L (\vec{T} - \vec{T}_g),$$

with $L^\lambda$, $M$ and $M^\nu$ as above.

The discretized descent direction $\vec{d}$, calculated from the variational inequality (5.8) is given as

$$\vec{d} = -M \vec{\mu} - \gamma L \vec{u}.$$

That means that we discretize the control $u$ as well as the state $T$. The discrete state $\vec{T}$ is calculated from the discretized PDE (5.19) in dependence of the discrete control $\vec{u}$. For the gradient descent method only the control $\vec{u}$ is used as optimization variable.

The temperature $\vec{T}$ is calculated according to the control in each iteration step. That means we have a situation similar to (5.18).
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The discretization for the other problems is achieved in the same way. For those cases where the coupled system of potential equation and heat equation is used we apply algorithm 1 described on page 35 for the discretization. Altogether this means that the optimal control problems from the beginning reduce to nonlinear optimization problems which can be solved e.g. with the SQP solver WORHP. However the optimization problems with spatially distributed controls will be solved with the gradient descent method described in algorithm 2. Whereas the optimization problems with constant, tissue dependent and temperature dependent parameters will be solved with WORHP.

Another important aspect for the implementation of the optimization algorithms is the termination criteria. Theoretically, we want to obtain a descent direction equal to zero but numerically this is hard to reach. Therefore, it is advisable to use further termination criteria. Possible termination criteria for unconstrained problems can be found for example in [25], section 8.2.3. For the gradient descent method the constraints are always satisfied, since the temperature $T_n$ is calculated from the constraining PDE according to the current iterate $u_n$. The same for the other problems, where the conductivities are used as controls. Therefore one of the termination criteria described in [25] is used for the numerical results presented in the next chapter. The algorithm stops if the variation in the objective value compared with the previous value is small in relation to the absolute value of the current objective, i.e. if

$$F(T_{n-1}, u_{n-1}) - F(T_n, u_n) \leq \varepsilon (1 + |F(T_n, u_n)|)$$ (5.20)

holds. This gives us the opportunity to compare not only the objective values from sequent iteration steps but also to relate to the absolute value of the objective. Thus, we do not need to adapt the tolerance factor $\varepsilon$ to the size of the objective value.
6 Numerical results

In this section some applications of the optimization and optimal control problems to artificial data and to temperature data from an experiment with Agar-gel are described. That means the thermal conductivity and the electrical conductivity will be identified for the method of RFA from a given temperature distribution. The intention is to find parameters which match the original values as good as possible by fitting the calculated temperature to the given data. Due to the difficulties originating from the method of RFA and the resulting modeling, as e.g. the steep descent of the electric potential from the electrodes to the outer regions or the coupling of the PDEs via the heat source, we will consider different aspects and methods for the parameter identification as described in chapter 5. A particular challenge is posed by the scaling term $P_{\text{eff}}/P_{\Omega}$.

For the identification we will use the algorithms presented in section 4. The described methods will need some modifications according to the current setting. We will start with an artificial setting and end up with temperature measurements from an ablation in Agar-gel. As described in the previous chapter we will split the optimization into two main parts, at first the identification of the electrical conductivity and second the identification of the thermal conductivity. The parameters are modeled in different ways, i.e. we will investigate the different types of problems from the previous chapter, Problem A, Problem B and Problem C or a combination of Problem B and Problem C.

6.1 Artificial temperature data

First we will consider an identification problem where we know the exact data. This will provide a basis for further investigations. The aim is to identify the material parameters from a given temperature distribution. In this first step we will use temperature distributions we have calculated in advance for a certain set of parameters, i.e. we know the parameters we want to identify. As described in the previous section we split the optimization into several parts, for the thermal conductivity and for the electrical conductivity as well as a further partitioning for the heat source and the electrical conductivity. To solve the optimization problems we use the SQP-solver WORHP [62] on the one hand and a gradient descent method on the other hand. The SQP-solver is integrated in MeVisLab, an application framework for medical image processing and visualization [1], based on C++. The gradient method is implemented with help of QuocMesh, a FEM toolbox [2]. All problems are spatially discretized with FEM, as exemplarily performed for Problem (A1.1’) in section 5.3. Therewith all problems change to optimization problems finally.
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6.1.1 Nonlinear optimization solver WORHP

The nonlinear optimization solver WORHP is an SQP solver combined with an interior point method, designed for sparse large-scale nonlinear problems [62]. WORHP is an iterative solver with some special characteristics. One apparent characteristic is the use of reverse communication architecture which makes the internal loops needless and offers a high flexibility over the optimal control process. In the computational part different methods for the calculation of the derivatives are possible. The user can provide the derivatives or they are calculated by a finite difference (FD) method that uses in addition the so called group strategy which accelerates the process extremely for sparse problems. The second derivatives, i.e. the Hessian matrix, can be provided by the user as well or it is approximated by a Broyden-Fletcher-Goldfarb-Shanno (BFGS) update formula, which assures positive definiteness. The quadratic subproblem is solved by a primal-dual interior point method. To ensure global convergency the step size for the main problem is determined by a line search with a merit function and the Armijo rule. Furthermore, several other characteristics as a regularization of the Hessian to ensure positive definiteness and recovery strategies in the line search, are implemented to stabilize and speed up the whole optimization process. All these specifics of WORHP lead to more than 90% solved problems of the CUTEr (Constrained and Unconstrained Testing Environment, revisited) test set.

WORHP is used in the following to solve the optimization problems, where the parameters are assumed to be constant, piecewise constant on the different tissue types or linear temperature dependent. For the problems with spatially distributed parameters a gradient descent algorithm is used.

6.1.2 Identification of the electrical conductivity (Problem A1)

At first we will consider the identification of the electrical conductivity for artificial temperature data, i.e. we calculate the temperature in advance for a given set of parameters. The temperature is calculated by a steady state heat transfer equation as depicted in (C A1.1') with a source term $u$ on the right hand side and a body temperature $T_{\text{body}} = 37^\circ \text{C} (= 310.15 \text{K})$. In the present setting we assume a non-cooled probe and ignore accordingly the conditions $T = T_{\text{body}}$ on $\Omega_{\text{pr}}$, where $\Omega_{\text{pr}}$ denotes the probe.

The source term $u = \frac{P_{\text{eff}}}{P_{\Omega}} \sigma |\nabla \phi|^2$ is calculated as described in section 3.2, i.e. $\phi$ is the solution of the potential equation (3.1) with Dirichlet conditions at the outer boundaries. The computational domain is given by a real data set from computer tomography (CT) measurements in the liver with a segmented tumor and a segmented vascular system. We use a grid with $65 \times 65 \times 65$ grid points, i.e. we have $2^6$ elements in each direction for the FEM. The blood perfusion and the cooling effects of the vascular system is described by the term $Q_{\text{perf}}$ as given in (3.7) with coefficients $\nu_\nu = 0.05 \text{s}^{-1}$ and $\nu_\zeta = 0.006067 \text{s}^{-1}$, for the vascular cooling and the capillary perfusion respectively. The other values are set to $\rho_{\text{blood}} = 1059 \text{kg m}^{-3}$ for the density and to $c_{\text{blood}} = 3850 \text{J kg}^{-1} \text{K}^{-1}$ for the heat capacity. The values for the perfusion coefficients $\nu_\nu$ and $\nu_\zeta$ are set arbitrarily since the real values are not known whereas the blood density $\rho_{\text{blood}}$ and the heat capacity $c_{\text{blood}}$...
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Figure 6.1: The setting for the identification of the heat source and the identification of the electrical conductivity afterwards. On the left the vascular system (red) and the tumor (grey) are displayed. In the middle the probe is placed in the tumor and on the right the 60°C iso-surface of the temperature distribution (yellow) is shown.

The piecewise constant material parameters are set to the following values, for the thermal conductivity we use \( \lambda = \{0.54, 0.62, 0.54\} \text{ W K}^{-1}\text{m}^{-1} \) and the electrical conductivity is set to \( \sigma = \{0.53, 0.64, 0.53\} \text{ S m}^{-1} \) for the three different tissue types native liver tissue, tumorous liver tissue and the vascular system. The heat capacity \( c = 3455 \text{ J kg}^{-1}\text{K}^{-1} \) is assumed to be constant for all tissue types and not temperature dependent as well as the density \( \rho = 1080 \text{ kg m}^{-3} \). We assume a monopolar probe, for this reason we use Dirichlet conditions at the outer boundary. The inner impedance of the generator is set to \( R_I = 80 \Omega \) and the generator power is defined as \( P_{\text{set}} = 60 \text{ kg m}^2\text{s}^{-3} \).

The probe is placed at the following position in the grid \((32, 24, 25)\) with an orientation of \((0, 0, -1)\). The setting is visualized in figure 6.1.

Turning now to the optimizational aspects of the problem. The intention is to identify a spatially distributed electrical conductivity from the given temperature, calculated as described above. As explained in the previous chapter for Problem A we will split the optimization into two separated parts, the identification of the heat source \( u \) and by using the calculated optimum \( u_g \), the identification of the electrical conductivity. A direct identification of a spatially varying electrical conductivity from given temperature measurements is nearly impossible due to the only local impact of the heat source on the temperature distribution.

6.1.2.1 Optimize for the heat source from exact data set (Problem A1.1)

For the optimization of the heat source as described before we consider the optimal control problem (cf. (A1.1’))

\[
F(T, u) = \frac{1}{2} \| T - T_g \|_{H^1(\Omega)}^2
\]
with an appropriate boundary condition (C A1.1') and with Dirichlet conditions at the outer boundary $\partial \Omega$, because of the used monopolar probe. The regularization parameter $\alpha_u$ is set to zero, since we use the exact data $T_g$, obtained by forward simulation with the setting described above. Hence the optimality system is given by the state equation (C A1.1') and the adjoint equation (5.7), both with Dirichlet conditions on $\partial \Omega$ and the reduced variational inequality

$$D_u \mathcal{L}(T, u, \mu)(v - u) = \int_{\Omega} \mu(v - u) \, dx \geq 0 \quad \forall u \in U_{\text{ad}},$$

with a spatially distributed control $u$ and $U_{\text{ad}} = \{ u(x) | 0 \leq u(x) \}$. For the solution we apply the gradient descent method as described in algorithm 2 on page 45. The whole problem is discretized with FEM as described in 5.3 and hence the problem change to an optimization problem. The algorithm is implemented in QuocMesh. The descent direction $v_n$ in the fourth step is given by the anti-gradient $v_n = -\mu$, i.e. the descent direction is determined by the negative adjoint state in the case we do not have any regularization. The step size is calculated by the Armijo rule with initial step size $s_0 = 10^5 / \mathcal{M}(f')$ and $s_{\text{min}} = 10^{-11} / \mathcal{M}(f')$ as smallest admissible step size. Thereby

$$\mathcal{M}(f') := \frac{1}{n} \sum_{i=0}^{n} |f'_i(u)|$$

denotes the mean value of all spatial values of the derivative $f'(u)$ of the objective $f(u) := F(y(u), u)$, considered as function of $u$, with respect to the control $u$. For the current setting the gradient is given as $f'(u) = D_u \mathcal{L}(T, u, \mu) = \mu$. The value of the derivative $f'(u)$ at the $i$-th element is denoted by $f'_i(u)$. That means the step size and the termination condition for the step size depend on the mean value of the derivatives to avoid too small or too large step sizes. As termination criterion for the optimization we use a comparison between the current objective value and the previous value in relation to the absolute value of the current objective as described in (5.20), with a tolerance of $\varepsilon = 10^{-6}$. Furthermore we use a projection in the Armijo rule to ensure only positive values for the heat source $u$. If a new iterate $u_{n+1}$ is negative we define

$$u_{n+1} := \begin{cases} \frac{1}{2}(u_{n+1} + u_n), & \text{for } |u_{n+1}| < u_n, \\ u_n, & \text{else.} \end{cases}$$

The initial value is set to a constant value $u_0 = 100$.

In figure 6.3 a comparison of the calculated values and the given ones is shown. The heat source as well as the temperature distribution is displayed along a line in the three dimensional computational domain. The shown results and the progression of the objective values as well as the progression of the maximal absolute difference in the temperature (optimal vs given one), depicted in figure 6.2, illustrate that the identification of the heat source works very well for this artificial setting. The calculated temperature nearly matches the given one exactly. The heat source is also very similar to the given one.
but due to the really high values and the ill-posedness of the problem the values do not match exactly. The largest differences between optimal and calculated heat source can be found at the vascular structures and in the area of the tumorous tissue. These differences will be reflected in the results of the identification of the electrical conductivity in the next sections.

The ill-posedness is reflected in the large number of needed iterations as well. A smaller termination condition will probably lead to even better results but also to much more iterations. Since great modifications in the heat source lead only to small variations in the temperature distribution and if the modifications in the heat source become smaller, the differences in the temperature and therewith in the objective functional becomes even more smaller, which slows down the convergency much more. However the slow convergency rate might be improved by an optimization algorithm of higher degree (e.g. an SQP method) or further improvements in the algorithm for the determination of the step size.

6.1.2.2 Optimize for the electrical conductivity from the previously identified heat source (Problem A1.2)

Let us now turn to the main objective, the identification of the spatially distributed electrical conductivity $\sigma$, as described in Problem A1.2. We know that it will not be possible to identify the electrical conductivity directly from the temperature data, instead we will use the optimal control problem (A1.2), based on the calculated heat source from above. As already mentioned in section 5.2.2 the identification of the electrical conductivity will need some special investigations. Due to the effects of the scaling term $P_{\text{eff}}/P_{\Omega}$ on the system and the steep descent of the gradient of the potential $\nabla \phi$ we will apply the optimal control problem with the modified objective functional (cf. (A1.2'))

$$F(\phi, \sigma) = \frac{1}{2} \| S(p \sigma \nabla \phi)^2 - u_g \|_{L^2(\Omega)}^2 + \frac{\beta}{2} \| \nabla \sigma \|_{L^2(\Omega)}^2$$
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Figure 6.3: Results for the identification of the heat source for known parameters. At the top left the finally calculated heat source $u$ (green asterisks) in comparison with the given heat source $u_g$ (red circles) is depicted and at the bottom left the resulting temperature distribution $T$ (green asterisks) is shown, together with the given temperature $T_g$ (red circles). The shown values are plotted along the red line in the right figures, which represents the spatial position in the object. In the picture on the top right the applicator is denoted by the cross almost in the middle. The dark gray shadows in the picture at the bottom originate from the vascular system and the corresponding cooling effect.
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to the data and the calculated \( u_g \) from above. That means we use the same setting as above for the domain, the RF probe and the generator. The new optimality system consists of the state equation (3.1) with Dirichlet boundary conditions on the outer boundary and the adjoint system as described in (5.11) as well as the variational inequality (5.12). Since the given data \( u_g \) for the heat source are the result from the above optimal control problem we need a regularization for the spatially distributed control \( \sigma \). As described in (A1.2') we use the \( L^2 \)-norm of the gradient as regularization term, i.e. the \( H^1 \)-semi-norm, with regularization parameter \( \beta = 10^{-8} \). In real applications the heat source and the electrical conductivity may not have the necessary regularity to apply to the theoretical result from the previous chapter. For the RFA the boundary of the domain is not as smooth as necessary to obtain \(|\nabla\phi|^2 \in L^2(\Omega)\), because of the shape of the electrodes. However, due to the discretization the optimization works for the present setting. Probably, for a discretization where the grid size tends to zero the optimization will fail.

Again we use the gradient descent method as described in algorithm 2 with an Armijo rule for the step size and a termination condition as above. The derivative is given as (cf. (5.12))

\[
f'(\sigma) = D_\sigma \mathcal{L}(T, \sigma, \mu) = S(p\sigma|\nabla\phi|^2 - u_g)p + \beta\sigma - \nabla\phi\nabla\mu.
\]

Due to the discretization with FEM the problem becomes an optimization problem.
The initial step size in the Armijo rule is set to \( s_0 = 1/M(f') \), this is based on the fact that the values for the electrical conductivity are significantly smaller than for the heat source, usually they are in the range of [0;1]. The smallest step size is set to \( s_{\text{min}} = 10^{-12}/M(f') \). The admissible set for the given problem is \( U_{\text{ad}} = \{ \sigma(x) | 10^{-4} < \sigma(x) < 100 \} \). It is considerably larger than it has to be if we look at the typical values for \( \sigma \) however a smaller set may lead to limitations during the optimization.

Beside the modifications in the objective functional a good initial guess for the parameter \( \sigma \) is essential for a successful optimization. Due to the influence of the electrical conductivity on the scaling term \( P_{\text{eff}}/P_\Omega \), see figure 5.4, and the fact that we approximate the scaling term as \( p = 1700 \) we need an initial guess larger than 1.5. In the calculations for the following results we use \( \sigma_0 = 3.0 \) as initial guess.

The progression of the objective values in figure 6.4 shows that the convergency is much faster than for the heat source however the results do not match the given values as good as in the case of the identification of the heat source. In figure 6.5 the heat source and the temperature, calculated for the identified electrical conductivity is compared with the given values, i.e. the results from the previous identification of the heat source, and the originally given values. Again the values are displayed along a line in the three dimensional object, also shown in figure 6.5.

The displayed results illustrate that the identified parameters do not match the given ones. This is based on the fact that the used heat source is incorrect as well and do not comprehend the differences in the parameters for the different tissue types. As described above the main differences in the identified heat source are at the vascular structures and the tumorous tissue. Although the identification of the heat source is good enough
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Figure 6.4: The progression of the objective for the identification of the electrical conductivity with a pre-optimized heat source. For the values of the objective a logarithmic scale is used.

to get a good approximation of the temperature it is not adequate for the identification of the parameters. Due to the ill-posedness of the identification problem for the heat source some information concerning the detailed distribution of the parameters get lost. In the last row of figure 6.5 the identified electrical conductivity is compared with the given values, where the calculated values are multiplied with the quotient of the used scaling factor \( p = 1700 \) and the scaling term for the original heat source \( \frac{P_{\text{eff}}}{P_{\Omega}} = 1645.8 \).

However, the values do not match. The mismatch in the middle of the line is based on the fact described above, that some information concerning the tissue types get lost by using the identified heat source. However, the optimization realizes some differences in this area, indicated by the variation in the otherwise almost constant results.

The fact that all values are smaller than the given ones although the temperature nearly fits the originally temperature, is founded by a wrong final scaling. We chose the scaling factor \( p = 1700 \) in the beginning and identify an electrical conductivity \( \sigma \) except for the exact scaling. For the comparison we multiply the optimized values with the quotient of the used scaling factor \( p \) and the scaling term for the originally given heat source but in fact we use a heat source for the identification which differs from the given one. The scaling term depends on small variations in the parameters even if they are only in one tissue type. In table 6.1 three different settings for the electrical conductivity and the resulting scaling term are depicted. The results illustrate that only locally modified values for the electrical conductivity give rise to large changes in the scaling term. Therefore, the scaling in the present problem has to be different but we do not know the exact value we have to use instead of \( p \cdot \left( \frac{P_{\text{eff}}}{P_{\Omega}} \right)^{-1} = 1700 \cdot 1645.8 \cdot 10^{-1} \).

In the diagram at the bottom right of the figure, the values are multiplied with an arbitrarily value such that the values nearly fit. In the end the identified values represents the given ones in a good way except the differences in the tissue types. For the matching of the temperature and the power density we need the given approximation value \( p \) only.

To find the most suitable regularization parameter the L-curve criterium has been applied but the results were not really applicable, which means that the shape of the
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Figure 6.5: Results for the identification of the electrical conductivity from a previously identified heat source. In the figure at the top left the calculated power density (green asterisks) vs the given power density (red circles) as result from the prior optimization problem and the original heat source (blue triangles) is depicted. At the top right the spatial position of the shown values is marked as a red line. In the middle the originally given temperature distribution (blue triangles), the temperature as result of the identified heat source (red circles) and the temperature corresponding to the calculated electrical conductivity (green asterisks) are compared. At the bottom left the given values (red triangles) for the electrical conductivity and the calculated values (green asterisks), multiplied with $1.03293 = 1700 \cdot \left( \frac{P_{\text{calc}}}{P_{\text{eff}}} \right)$, are shown. At the bottom right the calculated values are multiplied with $1.135$. 
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<table>
<thead>
<tr>
<th></th>
<th>liver tissue</th>
<th>tumorous tissue</th>
<th>vascular system</th>
<th>$\frac{P_{\text{eff}}}{P_{\Omega}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$ (S m$^{-1}$)</td>
<td>0.54</td>
<td>0.6</td>
<td>0.54</td>
<td>1276.62</td>
</tr>
<tr>
<td>$\sigma$ (S m$^{-1}$)</td>
<td>0.54</td>
<td>0.85</td>
<td>0.54</td>
<td>808.215</td>
</tr>
<tr>
<td>$\sigma$ (S m$^{-1}$)</td>
<td>0.54</td>
<td>1.23</td>
<td>0.54</td>
<td>439.98</td>
</tr>
</tbody>
</table>

Table 6.1: The scaling term $\frac{P_{\text{eff}}}{P_{\Omega}}$ for the heat source for varying electrical conductivity in the tumorous tissue. The inner resistance is set to $R_I = 80 \Omega$, the generator power is set to $P_{\text{set}} = 60 \text{kg m}^2 \text{s}^{-3}$ and as body temperature $T_{\text{body}} = 37^\circ\text{C}$ is used.

![Figure 6.6: The progression of the objective function for the identification of the electrical conductivity for an exactly known heat source, displayed with a logarithmic scale.](image)

resulting graph was not like an L-curve. Not even a tendency to an L-shaped curve was observable. Therefore, the regularization parameter has been chosen as $\beta = 10^{-8}$ by comparing the calculated power densities and the calculated conductivities. A stronger regularization leads in most cases not only to a smoother conductivity but also to larger values.

6.1.2.3 Optimize for the electrical conductivity with an exactly known heat source (Problem A1.2)

As above we are interested in the identification of a spatially distributed electrical conductivity $\sigma(x)$, as described for Problem A1.2. However, in the following we assume that we know the exact heat source $\bar{u}$. The setting for the calculations is the same as above but we use now the given heat source $\bar{u}$, calculated for the setting with the optimal electrical conductivity $\bar{\sigma}$. We do not use the identified $u_g$, obtained as result of the identification problem for the heat source. The optimality system is the same as above with $u_g$ replaced by $\bar{u}$ and without any regularization term since we use the exact data and will not need any regularization for $\sigma$. The objective functional is accordingly as
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Figure 6.7: On the left we see the 0.4 S m\(^{-1}\) iso-surface for the calculated electrical conductivity, without the outer boundary. On the right we have the shape of the tumor.

follows

\[ F(\phi, \sigma) = \frac{1}{2} \| S (p \sigma |\nabla \phi|^2 - \bar{u}) \|_{L^2(\Omega)}^2. \]

For the optimization of the discretized problem the gradient descent algorithm 2 on page 45, implemented in \texttt{QuocMesh} is used. The optimal parameter values are set to \(\sigma = (0.53, 0.62, 0.53) \text{ S m}^{-1}\) for native liver tissue, tumorous tissue and the vascular system respectively. As illustrated by the progression of the objective functional, displayed in figure 6.6, only few iterations are needed for convergence. Moreover the identified electrical conductivity is nearly the same as the given one. In figure 6.8 the calculated values for the electrical conductivity and the corresponding values for the heat source and the temperature distribution are compared with the given optimal values. In all cases the computed values fit the original ones. Only at the outer boundary they do not match, which is founded by the optimization problem and the usage of the finite elements which vanish at the boundaries. The good results are reflected in the final objective value \(F(u, \sigma) = 1.34125 \cdot 10^{-8}\) for \(\varepsilon = 10^{-9}\) in the termination condition (5.20).

Comparing the results with the results from above, we observe that not only the objective is considerably smaller also the calculated parameters are much more precise. Even the values on the different tissue types are noticeable distinct. In figure 6.7 the tumor and the identified parameters with a value above 0.4 S m\(^{-1}\) are displayed. Due to the scaling factor \(p = 1800\) and the original \(\frac{\tilde{P}_{\text{eff}}}{P_{\text{V1}}} = 1311.8\) the calculated values for \(\sigma\) are smaller than the optimal ones and accordingly the threshold in the figure is set. The figure illustrates that the identification comprises the shape of the tissue structure almost exactly. Altogether the results corroborate that the identification of the electrical conductivity is well posed if the input data are correct, well known and smooth.
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Figure 6.8: We depict the results for the identification of the electrical conductivity for an artificial setting with an exactly known heat source in comparison with the given (optimal) values. On the left the values at a line across the three dimensional object, depicted as red line in the pictures at the right, are shown. From top to bottom the calculated values (green asterisks) for the electrical conductivity, the corresponding temperature and the corresponding heat source are compared with the given values (red circles). The electrical conductivity is multiplied with $1.37216 = \frac{1800}{P_{\text{eff}}/P_{\text{ref}}}$, according to the used scaling factor.
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6.1.3 Identification of the thermal conductivity (Problem B and C)

6.1.3.1 The tissue and temperature dependent thermal conductivity (Problem B and Problem C)

In this section we will investigate the identification of the thermal conductivity as described in section 5.2.4, where the conductivity depends linearly on the temperature and additionally on the tissue types. The reduced optimization problem is used, i.e. the control is a finite dimensional vector, and we do not have any constraints beside the box constraints. For a certain setting of parameters we calculate the temperature distribution in advance and apply it as measurement data $T_g$ to our problem. That is we know the parameter values and can test the algorithm and compare the results with the given values. We investigate a combination of Problem B and Problem C. That means we model a thermal conductivity which depends on the temperature and differs for the different tissue and structure types: native liver tissue, tumorous liver tissue and vascular structures, i.e.

$$\lambda(T(x)) = \begin{cases} 
\lambda_l^{\text{ref}}(1 + \alpha_l^l(T(x) - T_{\text{body}})/K), & \text{if } x \in \Omega_l, \\
\lambda_t^{\text{ref}}(1 + \alpha_t^l(T(x) - T_{\text{body}})/K), & \text{if } x \in \Omega_t, \\
\lambda_v^{\text{ref}}(1 + \alpha_v^l(T(x) - T_{\text{body}})/K), & \text{if } x \in \Omega_v,
\end{cases}$$

where $\Omega_l$ and $\Omega_t$ denote the domains with native and tumorous liver tissue respectively and $K$ the SI-unit Kelvin. The vascular structures are denoted by $\Omega_v$. For the first results shown in table 6.2 we set the optimal values to $\lambda_l^{\text{opt}} = 0.43 \text{WK}^{-1}\text{m}^{-1}$, $\lambda_t^{\text{opt}} = 0.38 \text{WK}^{-1}\text{m}^{-1}$, $\lambda_v^{\text{opt}} = 0.35 \text{WK}^{-1}\text{m}^{-1}$ and $\alpha_l^l = 0.016$, $\alpha_t^l = 0.014$, $\alpha_v^l = 0.014$.

The computational domain is given by a real CT data set, including a tumor and vascular structures in the liver, displayed in figure 6.9, together with the RFA probe. We use a grid with $39 \times 26 \times 26$ grid points for the FEM, i.e. we have 26,364 elements. The temperature

Figure 6.9: The CT data set with the placed RFA probe. The vascular structures are displayed in red and the tumor in grey. The probe is placed in the vicinity of the tumor.
distribution is calculated with the time dependent bio-heat transport equation, described in equation (3.8). The body temperature $T_{\text{body}}$ is set to 29 °C ($= 302.15$ K) and the density $\rho$ and the heat capacity $c$ are both calculated in dependence of the dehydration state $\vartheta$ of the tissue and the portion of water $w_D$. The used formulas and values are described in more detail in [78]. The density is approximated by

$$\rho(T, \vartheta) = (\rho_G (1 - w_D) + \rho_W (1 - \vartheta) w_D) (1 + \alpha_\rho (T - T_{\text{body}}))$$

(6.1)

and the specific heat capacity is described as

$$c(\vartheta) = c_G (1 - w_D) + (c_D\vartheta + c_W (1 - \vartheta)) w_D,$$

(6.2)

where $\vartheta$ denotes the current state of dehydration and $\rho_G = 1300$ kg m$^{-3}$ the density of the tissue, $\rho_W = 993$ kg m$^{-3}$ the density of water, $\rho_D = 2.89$ kg m$^{-3}$ the density of dehydrated tissue, $w_W = 0.715$ the portion of water in the tissue, $c_W = 4215$ J kg$^{-1}$ K$^{-1}$ the heat capacity of water, $c_G = 1550$ J kg$^{-1}$ K$^{-1}$ the heat capacity of native tissue and $c_D = 1334$ J kg$^{-1}$ K$^{-1}$ the heat capacity of dehydrated tissue. All parameter values are set to the appropriate values for body temperature. The coefficient $\alpha_\rho = -0.00056$ describes the linear dependence of the density on the temperature. On the probe the heat density is set to a constant value $\rho_{\text{probe}} = 4125$ J kg$^{-1}$ K$^{-1}$.

Due to the vascular structure which is contained in the CT data, we model the cooling effect of the vessels as described in (3.7). The parameters for the modeling of the perfusion term $Q_{\text{perf}}$ are $\nu_c = 0.01765$ s$^{-1}$ and $\nu_c = 0.002$ s$^{-1}$ for the vascular cooling and the capillary perfusion respectively, together with $\rho_{\text{blood}} = 1059$ kg m$^{-3}$ and $c_{\text{blood}} = 3850$ J kg$^{-1}$ K$^{-1}$ for the density and the heat capacity. The values for the perfusion coefficients are set nearly arbitrarily, since the real values are not known exactly. The perfusion coefficient $\nu_c$ can be calculated as product of the density and the blood perfusion rate, which differs highly for different tissue types. In table 10-6 in the book of Stein [78] the blood perfusion rate for the liver is 1 cm$^3$g$^{-1}$min$^{-1}$ whereas the perfusion rate for tumorous liver tissue is given as 0.12 cm$^3$g$^{-1}$min$^{-1}$. Together with a density of approximately $\rho = 1050$ kg m$^{-3}$ this leads to $\nu_c = 0.0175$ s$^{-1}$ and $\nu_c = 0.0021$ s$^{-1}$ for native liver tissue and tumorous liver tissue respectively. The values for the density and the heat capacity are taken from table 10-4 in [78].

The monopolar probe, i.e. the center of the electrode, is placed at the position $(21, 9.6, 11)$ with an orientation of $(0, 0, -1)$. For the identification of the parameters the probe has not to be placed in the middle of the tumor since the identification should work ideally for any position. The focus is the correct identification and not the destruction of the whole tumor. The thermal conductivity is set to a constant value $\lambda_{\text{probe}} = 0.589$ W K$^{-1}$ m$^{-1}$ and we use Dirichlet conditions for the temperature distribution on the probe to model a cooled RF-applicator. For the generator power we choose $P_{\text{set}} = 60$ kg m$^2$ s$^{-3}$ and set the inner resistance of the generator to $R_i = 80$ Ω.

The identification problem with respect to the thermal conductivity is solved by the SQP solver WORHP, described above. We use the provided methods for the calculations of the first and second derivatives, i.e. we calculate the first derivative with FD, with a
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<table>
<thead>
<tr>
<th></th>
<th>liver</th>
<th>tumor</th>
<th>vessel</th>
</tr>
</thead>
<tbody>
<tr>
<td>final $\lambda_{\text{ref}}$ (WK$^{-1}$m$^{-1}$)</td>
<td>0.4300000465</td>
<td>0.3799999865</td>
<td>0.3500007087</td>
</tr>
<tr>
<td>final $\alpha_\lambda$</td>
<td>0.01599999681</td>
<td>0.01400000133</td>
<td>0.0139997962</td>
</tr>
<tr>
<td>optimal $\lambda_{\text{ref}}$ (WK$^{-1}$m$^{-1}$)</td>
<td>0.43</td>
<td>0.38</td>
<td>0.35</td>
</tr>
<tr>
<td>optimal $\alpha_\lambda$</td>
<td>0.016</td>
<td>0.014</td>
<td>0.014</td>
</tr>
</tbody>
</table>

Table 6.2: The results for the optimization of the thermal conductivity after 35 iterations.

Figure 6.10: The progression of the objective values for the identification of a temperature and tissue dependent thermal conductivity.

The objective is given by (cf. (5.16))

$$F(T, \lambda) = \frac{1}{2} \| T(t_{\text{fin}}, x) - T_g(x) \|_{L^2(\Omega)}$$

at a final time $t_{\text{fin}}$ and without any regularization, since we use an exact data set as input. The initial values are $\lambda_{\text{ref}} = 0.5$ WK$^{-1}$ m$^{-1}$ and $\alpha_\lambda = 0.01$ for all tissue types. After 35 iterations the results depicted in Table 6.2 are obtained. The final objective value was $F = 1.29451929919 \cdot 10^{-14}$ and the value for the KKT condition was $2.74484282 \cdot 10^{-11}$. The progression of the objective values during the optimization is displayed in figure 6.10. A remarkable effect during the optimization is the order in which the different values are optimized, the order correlates to the total mass of the tissue type in the computational domain. Accordingly the values at the native tissue are optimized first, followed by the values for the tumorous tissue. The values for the vascular structures are optimized at last. Therefore, if we choose a larger tolerance the values at the vascular structures will not fit the given values as good as they do with the small tolerance of $10^{-9}$, the fitting of the other parameters will be almost the same as for the current setting. The progression of the parameter values at the different tissue types during the optimization is depicted in figure 6.11.
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Figure 6.11: The progression of the parameter values for the different tissue types during the optimization process is depicted. On the left the values for $\lambda_{\text{ref}}$ and on the right the values for $\alpha_\lambda$. The values for the liver tissue are denoted with red plus, the values in the tumorous tissue with green crosses and the values in the vascular structures with blue asterisks.

6.1.4 Identification of both the thermal conductivity and the electrical conductivity (Problem B and Problem C)

At last in this section we will describe the identification of both, the thermal and the electrical conductivity for the artificial scenario with real CT data for the spatial domain. We will consider three distinct cases, the first one uses a temperature dependent but spatially constant thermal conductivity and a constant electrical conductivity. In the second case both parameters are linear temperature dependent, but spatially constant. In the third case both parameters are tissue dependent, with a linear temperature dependent thermal conductivity and a constant electrical conductivity, with respect to the temperature. That means we have at first a situation as in Problem C and in the third case a combination of Problem B and Problem C. For all problems the same objective functional is used (cf. (BIP))

$$F(T, \lambda, \sigma) = \frac{1}{2} \| T(t_{\text{fin}}, x) - T_g(x) \|_{L^2(\Omega)}^2,$$

without any regularization and with the pre-calculated temperature $T_g$ at the final time $t_{\text{fin}}$.

6.1.4.1 Temperature dependent thermal conductivity and constant electrical conductivity (Problem C)

At first the identification of spatially constant parameters will be considered. Again the optimization is done by the SQP solver WORHP. The setting is the same as in section 6.1.3, i.e. we have a grid of $39 \times 26 \times 26$ points as discretization of the computational domain and the monopolar probe is placed at the position $(21, 9.6, 11)$ with an orientation of $\theta = (0, 0, -1)$. The material parameters, beside the thermal conductivity and
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<table>
<thead>
<tr>
<th>position</th>
<th>$\lambda_{\text{ref}}$ (W K$^{-1}$ m$^{-1}$)</th>
<th>$\alpha_{\lambda}$</th>
<th>$\sigma$ (S m$^{-1}$)</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(21, 9.6, 11)</td>
<td>0.4300453777</td>
<td>0.0209953935</td>
<td>0.5586274751</td>
<td>1.99925 · 10$^{-11}$</td>
</tr>
<tr>
<td>(7.4, 4.5, 4.5)</td>
<td>0.4299996846</td>
<td>0.02100004323</td>
<td>0.5599979177</td>
<td>9.33475 · 10$^{-16}$</td>
</tr>
<tr>
<td>given values</td>
<td>0.43</td>
<td>0.021</td>
<td>0.56</td>
<td>1.9992498698 · 10$^{-11}$</td>
</tr>
</tbody>
</table>

Table 6.3: The results for the identification of the electrical conductivity and the thermal conductivity are presented for two different probe positions. The optimal values are displayed in the last row for comparative purposes and the objective values are depicted in the last column.

Figure 6.12: Another probe placement for the identification of the thermal conductivity and the electrical conductivity. This setting is only for test purposes and not reasonable for real applications.

the electrical conductivity, are set to the same values as before. The intention is to identify the thermal conductivity $\lambda$ and the electrical conductivity $\sigma$ where we assume the latter one to be a constant scalar value. Whereas the thermal conductivity is assumed to be temperature dependent but constant for the different tissue types. For the pre-calculated temperature distribution the parameters are defined as $\sigma = 0.56$ S m$^{-1}$ and $\lambda_{\text{ref}} = 0.43$ W K$^{-1}$ m$^{-1}$ and $\alpha_{\lambda} = 0.021$.

As before the FD method provided by the solver is used to calculate the derivatives. The step size is set to $\tau = 10^{-5}$ and the tolerance for the optimization algorithm is set to $\text{tol} = 10^{-14}$. For the results shown in table 6.3 the solver needs 49 iterations and as final value for the objective we obtain $F = 1.9992498698 · 10^{-11}$ and the value for the KKT conditions is $1.01238750712 · 10^{-15}$. The progression of the objective values during the optimization process is presented in figure 6.13. The final success of the optimization process does not only depend on the optimization parameters, e.g. the step size for FD, tolerance or initial starting point, it further depends on the whole setting. In figure 6.13 and table 6.3 also the results for the optimization with a slightly modified setting are
Figure 6.13: The progression of the objective for the identification of the thermal conductivity and the electrical conductivity for artificial data is displayed. For the description of the objective values a logarithmic scale is used. On the left the progression for the more centered probe position \((21, 9.6, 11)\) is depicted and on the right the progression for the probe placed near the boundary of the computational domain.

presented. The setting is mainly the same as described before but we choose a different position for the probe, it is placed at \((7.4, 4.5, 4.5)\) instead and a larger tolerance of \(\text{tol} = 10^{-11}\) is used. This leads to marginally different results. The final objective value is smaller and the parameters fit to the given ones little better than with the previous setting. These differences may be caused by the fact that the second position is not only near the boundary but also in a nearly homogeneous tissue, cf. figure 6.12.

The influence of the tissue on the temperature distribution is restricted to the vicinity of the probe. Therefore at the second position the influence of cooling effects on the temperature distribution is small. In addition the position at the boundary implies modifications in the temperature distribution. However, considering further investigations and attempts to identify a tissue dependent electrical conductivity it seems to be apparent that the tissue has a significant influence on the temperature distribution and therewith also on the optimization. However, the differences in the results are marginal which means that the position is not that important for the identification of constant parameters but we should keep that in mind for further investigations. Beyond that, such positions of the probe are not relevant for real applications.

6.1.4.2 Linear temperature dependent conductivities (Problem C)

In this section we will consider the identification of a linear temperature dependent thermal conductivity \(\lambda(T)\) and also a linear temperature dependent electrical conductivity \(\sigma(T)\). The thermal conductivity is modeled as before, cf. (3.9), and the electrical conductivity is modeled as follows

\[
\sigma = \sigma_0 + \sigma_1(T - T_{\text{ref}})/K,
\]
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Figure 6.14: The progression of the parameter values for the optimization of linear temperature dependent conductivities. On the left the reference values \( \lambda_{\text{ref}} (\text{WK}^{-1}\text{m}^{-1}) \) (red plus) and \( \sigma_0 (\text{S}\text{m}^{-1}) \) (blue asterisks) are displayed and on the right the coefficient values \( \alpha_\lambda \) (red plus) and \( \sigma_1 (\text{S}\text{m}^{-1}) \) (blue asterisks).

<table>
<thead>
<tr>
<th></th>
<th>( \lambda_{\text{ref}} (\text{WK}^{-1}\text{m}^{-1}) )</th>
<th>( \alpha_\lambda )</th>
<th>( \sigma_0 (\text{S}\text{m}^{-1}) )</th>
<th>( \sigma_1 (\text{S}\text{m}^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>given values</td>
<td>0.43</td>
<td>0.016</td>
<td>0.56</td>
<td>0.015</td>
</tr>
<tr>
<td>calculated values</td>
<td>0.42999955</td>
<td>0.01600003</td>
<td>0.56000123</td>
<td>0.01500008</td>
</tr>
</tbody>
</table>

Table 6.4: The results for the identification of linear temperature dependent parameters after 55 iterations.

where \( T_{\text{ref}} = T_{\text{body}} = 37 \degree \text{C} (310.15 \text{K}) \) in both cases and \( \text{K} \) denotes the SI units Kelvin. The setting is the same as above for the identification of a temperature dependent thermal conductivity and a constant electrical conductivity. The given values for the parameters to calculate the given temperature \( T_g \) are set to \( \lambda_{\text{ref}} = 0.43 \text{WK}^{-1}\text{m}^{-1}, \alpha_\lambda = 0.016, \sigma_0 = 0.56 \text{S}\text{m}^{-1} \) and \( \sigma_1 = 0.015 \text{S}\text{m}^{-1} \).

Again the optimization problem is solved by the SQP solver \texttt{WORHP} and the provided FD method is used with step size \( \tau = 10^{-5} \). The tolerance for the algorithm is set to \( \text{tol} = 10^{-12} \). The optimization needs 55 iterations and the results for the parameters are presented in table 6.4. The final objective value is \( F = 3.09869172243 \cdot 10^{-13} \) and the corresponding KKT value \( KKT = 4.97609082706 \cdot 10^{-14} \). The progression of the objective values is shown in figure 6.15. During the optimization process it is observed that the thermal conductivity is optimized prior to the electrical conductivity, i.e. the values for the thermal conductivity are near their optimum first. This is mainly based on the fact that the thermal conductivity influences the temperature distribution more than the electrical conductivity. The progression of the parameter values is depicted in figure 6.14.

Further investigations with a polynomial of higher degree for the modeling of the electrical conductivity, as in (3.10), did not lead to a successful optimization. The values for the thermal conductivity were optimized but the coefficients for the electrical con-
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Figure 6.15: The progression of the objective function for the identification of linear temperature dependent parameters. For the objective values a logarithmic scale is used.

Figure 6.16: The probe placement for the identification of tissue dependent parameters. The vascular system is illustrated in red and the tumor in grey. The monopolar probe is placed in the tumor. On the right the 60°C iso-surface of the final temperature is additionally displayed in yellow.

...ductivity were not identified correctly. On the one hand this may be based on the minor influence of the electrical conductivity on the temperature, on the other hand this can also be founded in the modeling of the electrical conductivity itself. For a modeling with a polynomial of degree $\geq 2$, the conductivity can not be assumed to be in $L^2$ any longer. However, since we do not know how the electrical conductivity is modeled correctly, it is questionable to use a polynomial of a certain degree. Therefore, it may be rather advisable to use a spatially distributed model for the electrical conductivity as described in Problem A1.2, if we want to reflect the real temperature dependence in a real problem.
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6.1.4.3 Identification of tissue dependent parameters (Problem B and C)

For the identification of tissue dependent parameters where the thermal conductivity additionally depends linearly on the temperature, mainly the same setting as above is chosen. The distinction is in the placement of the monopolar probe, which is now placed at (22, 13, 11), and in the cooling term, since there is no vascular cooling or blood perfusion assumed during the ablation. The optimal values for the parameters are set as described in table 6.5.

The optimization algorithm differs slightly from above. For the tissue dependent parameters a successive optimization is implemented. Since the different tissue types has a diverse influence on the optimization process the optimization is split according to the tissue types. That means we optimize successively for the parameters on the different tissue types.

Therewith for each type 6 iterations are performed before the algorithm switches to the next type. The results shown in table 6.5 are obtained after 151 calls of the solver for the different tissue types (i.e. $151 \times 6$ iterations), for a tolerance of $\text{tol} = 10^{-14}$ and a step size $\tau = 10^{-5}$ for the FD. The final value for the KKT condition is $\text{KKT} = 1.46764142812 \cdot 10^{-13}$ and the final objective value is $F = 2.33327227709 \cdot 10^{-08}$.

The optimization of tissue dependent parameters depends significantly on the placement of the probe. Several test scenarios with different probe placements demonstrate that the tissue dependent parameters are identified only if the probe is placed at least in the vicinity of the corresponding tissue. For example for the setting visualized in figure 6.12 only the parameters for the liver tissue are optimized. The presented results in table 6.5 also illustrate that the values at the vascular system which is farthest from the probe, cf. figure 6.16, is optimized least and the values for the tumor, where the probe is placed in, are optimized best. Moreover the comparatively bad results for the electrical conductivity illustrates the difficulties in identifying the electrical conductivity from temperature distributions especially if they are spatially varying.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Tissue</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{\text{ref}}$ ($\text{W K}^{-1}\text{m}^{-1}$)</td>
<td>tumor</td>
<td>0.56070750969</td>
</tr>
<tr>
<td></td>
<td>liver</td>
<td>0.47184559579</td>
</tr>
<tr>
<td></td>
<td>blood vessels</td>
<td>0.52168720638</td>
</tr>
<tr>
<td>$\alpha_{\lambda}$</td>
<td>tumor</td>
<td>0.01500964204</td>
</tr>
<tr>
<td></td>
<td>liver</td>
<td>0.01389826880</td>
</tr>
<tr>
<td></td>
<td>blood vessels</td>
<td>0.01478672026</td>
</tr>
<tr>
<td>$\sigma$ ($\text{S m}^{-1}$)</td>
<td>tumor</td>
<td>0.58073618812</td>
</tr>
<tr>
<td></td>
<td>liver</td>
<td>0.52825129578</td>
</tr>
<tr>
<td></td>
<td>blood vessels</td>
<td>0.54203255957</td>
</tr>
<tr>
<td>optimal $\lambda_{\text{ref}}$ ($\text{W K}^{-1}\text{m}^{-1}$)</td>
<td>tumor</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>liver</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>blood vessels</td>
<td>0.53</td>
</tr>
<tr>
<td>optimal $\alpha_{\lambda}$</td>
<td>tumor</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td>liver</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>blood vessels</td>
<td>0.014</td>
</tr>
<tr>
<td>optimal $\sigma$ ($\text{S m}^{-1}$)</td>
<td>tumor</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>liver</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>blood vessels</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Table 6.5: The results for the identification of tissue dependent parameters. The optimal values are given in the last three rows.
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Figure 6.17: Schematic figure of the setting for the ablation in Agar gel and the position of the camera.

Figure 6.18: From left to right four pictures of the temperature distribution in agar gel during the ablation are depicted. On the right a scale for the temperature in °C is shown.

6.2 Data from Agar-model

In this section we will use temperature measurements from an RFA in Agar-gel to identify the material parameters. The temperature data are provided by Dieter Haemmerich from the Medical University of South Carolina, USA.

To apply the developed model to real data we need some modifications due to the kind of the available data. In the present case we have given measurements from an infrared camera of an RFA in an Agar model (Agar-gel with 5% Agar and 5% NaCl and 90% water). The gel was arranged half cylindrical with a diameter of 15 cm. The probe with the electrode was placed in the middle of the plane side, see figure 6.17. The used probe is a non-cooled 17-gauge needle, i.e. it has a diameter of approximately 1.4 mm and accordingly a radius of 0.7 mm, with 3 cm active electrode. The data are taken with an infrared camera (Mikron M7500) from the side of the model where the electrode is placed. The pictures reflect the temperature at the surface only but with a pixel size of 0.2 × 0.2 mm and approximately three frames per second. A selection of four pictures at different time steps during the RFA is depicted in figure 6.18.

To apply the existing algorithms to the present problem in the Agar gel we need a three
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dimensional temperature distribution. Since the Agar gel is a homogenous material and the probe is placed in the center we assume that the temperature is rotationally symmetric. Hence we can calculate a three dimensional temperature distribution by rotating the given data and fill the corners with values of body temperature to obtain a rectangular domain. For the following calculations we must have in mind that the rotation increases the data errors.

If we consider the optimal control problem with steady state heat equation as in (A1.1’) we will get some troubles by adapting this to the given data due to different aspects. In (A1.1’) we model a perfusion term \( \nu(T - T_{body}) \) in the heat equation which describes the cooling effect of the blood vessels and additionally the perfusion of the tissue by capillary vessels. In the Agar-model we do not have any effects like this thus we have to neglect this term. Furthermore we have a non-cooled RF probe which means we have to neglect also the boundary condition \( T = T_{body} \) at the probe. We end up with a steady state heat equation with Neumann boundary conditions at the outer boundary and this problem can not be solved uniquely. We can evade this by choosing Dirichlet Conditions at the outer boundary and obtain the following problem

\[
-\text{div}(\lambda \nabla T) = u \quad \text{in } \Omega \\
T = T_{body} \quad \text{on } \partial \Omega,
\]

where \( \Omega \subset \mathbb{R}^N \) denotes the computational domain.

At the electrodes \( \Gamma_+ \cup \Gamma_- \) it is additionally required that \( u = 0 \) and in the whole domain it is necessary to assume \( u \geq 0 \). This problem can be solved numerically with standard finite element methods but it involves another kind of difficulties or rather do not model the given situation in a correct manner. To understand the underlying problem let us consider the simplified one-dimensional model

\[
-\Delta T = u \quad \text{in } [a, b] \subset \mathbb{R} \\
T = T_{body} \quad \text{for } x = a, x = b
\]

with \( u \geq 0 \) everywhere and \( u = 0 \) on a small subinterval to form the electrode.

The given shape of the temperature and the above equation provides that the right hand side has to be negative for a left oriented curvature of the temperature and positive for a right oriented curvature. But due to the restriction \( u \geq 0 \) we force the right hand side to be positive everywhere beside the electrode where \( u = 0 \). These two conditions lead to high values near the electrodes and small values near zero everywhere else.

The results for an identification of the heat source with Dirichlet conditions for the temperature on the outer boundary is depicted in figure 6.19. The optimization has been interrupted after 1000 iterations but the results show arising problems near the electrode. Whereas the calculated temperature, also depicted in figure 6.19, illustrates the ill-posedness of the problems since the difference to the optimal temperature is not as severe as for the power density.

Hence we need some additional constraints or conditions for the model. There exist two
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Figure 6.19: In the diagram on the left we depict the given heat source (red line) and the calculated heat source (green asterisks) after 1000 iterations at the spatial position, which is shown as red line in the picture in the middle, where the cross in the middle denotes the probe. On the right the given temperature (red line) is displayed vs the calculated one (green asterisks), at the same spatial position as the heat source.

options, either to use a time dependent model or to introduce a cooling term. Since there is no cooling in the presently used setting and we are interested in avoiding a time dependent problem, we consider only one discrete time step. Correspondingly, we obtain a Helmholtz-term in the bio-heat equation

\[
\frac{\rho c}{\tau} (T - T_0) - \text{div}(\lambda \nabla T) = u \quad \text{in } \Omega, \tag{6.5}
\]

which gives us an appropriate model that is solvable for Dirichlet conditions as well as Neumann conditions at the outer boundaries.

The corresponding adjoint equation for the objective (A1.1') and the above heat equation (6.5) in the weak formulation is given by

\[
\frac{\rho c}{\tau} \int_{\Omega} h \mu \, dx + \int_{\Omega} \lambda \nabla \mu \nabla h \, dx = \int_{\Omega} (T - T_g) h \, dx + \int_{\Omega} \nabla(T - T_g) \nabla h \, dx \quad \text{in } \Omega,
\]

for all test functions \( h \in H^1(\Omega) \), together with appropriate boundary conditions.

6.2.1 Identification of the heat source (Problem A1.1)

To identify the spatially distributed heat source the same method as for the artificial setting in section 6.1.2.1 is applied with small modifications in the optimization parameters. The objective functional is defined as follows

\[
F(T, u) = \frac{1}{2} \|T(\tau, x) - T_g(x)\|_{H^1(\Omega)}^2 + \frac{\gamma}{2} \|\nabla u\|_{L^2(\Omega)}^2.
\]

After a discretization with FEM the optimization is performed with QuocMesh by the gradient method described on page 45. For the results presented in figure 6.21 the ther-
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Figure 6.20: On the left the progression of the objective functional for the identification of the heat source from temperature measurements of RFA in an Agar model is depicted. On the right the maximal absolute difference between the calculated and the given temperature is shown.

Material conductivity is set to $\lambda = 0.6\, \text{W}\, \text{K}^{-1}\, \text{m}^{-1}$, on the basis of the thermal conductivity of water. Due to the large values of the power density and especially due to the large differences in the gradient a regularization coefficient $\gamma = 10^{-20}$ is chosen. Typically, the regularization term without the coefficient $\frac{\gamma}{2}$ is in the range of $10^{13}$. The initial step size is set to $s_0 = 10^5$. According to the setting for the RFA in the agar model the generator power is set to $P_{\text{set}} = 22\, \text{W}$, whereas the inner resistance is chosen arbitrarily as $R_I = 70\, \Omega$. Since we do not have any perfusion or vascular structures, the cooling term can be neglected, i.e. the coefficient $\nu$ is set to zero. The probe is placed at $(32, 28, 32)$ with an orientation of $(0, 1, 0)$ according to the given data set. For the results presented in figure 6.21 the heat capacity of the tissue is set to $c = 4181.3\, \text{J}\, \text{kg}^{-1}\, \text{K}^{-1}$ and the density to $\rho = 997\, \text{kg}\, \text{m}^{-3}$ according to the typical values of water. The tolerance for the termination criterion is set to $\text{tol} = 10^{-8}$. The progression of the objective functional is displayed in figure 6.20, together with the maximal difference between the calculated temperature and the given temperature.

The regularization parameter $\gamma$ plays a major role in the optimization process. The parameter influences not only the quality of the result furthermore it influences the number of needed iterations. By replacing $\gamma = 10^{-20}$ with $\gamma = 10^{-22}$ the algorithm needs 380 iterations instead of 172 as needed in the present situation. Whereas the results improve only marginally. In figure 6.21 the results for the optimization, i.e. the identified heat source and the corresponding temperature distribution, are compared with the given temperature as well as the results for the optimization with a regularization parameter $\gamma = 10^{-16}$. The diagrams illustrate that the results for $\gamma = 10^{-20}$ are significantly better than for $\gamma = 10^{-16}$ and the number of iterations increases from 9 to 172. Another effect which can be detected in the diagram of the heat source is the smoothing of the data if the regularization parameter is increased.
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Figure 6.21: Results for the identification of the heat source from temperature measurements for RFA in Agar-gel. The calculated heat source for $\lambda_u = 10^{-20}$ (green asterisks) and for $\lambda_u = 10^{-16}$ (blue triangles) are plotted on the left along the position denoted as red line in the pictures of the heat source on the right. In the middle the calculated temperatures (green asterisks for $\lambda_u = 10^{-20}$, blue triangles for $\lambda_u = 10^{-16}$) are compared with the given temperature distribution (red circles).

6.2.2 Identification of the electrical conductivity (Problem A1.2)

Since the aim of the present work is the identification of the material parameters we will consider the following: as described previously in section 6.1.2 we will use the identified heat source for the determination of the spatially distributed electrical conductivity as described in problem A1.2. For the optimization the gradient method is applied to the objective functional (cf. (A1.2'))

$$F(\phi, \sigma) = \frac{1}{2} \| S ( p \sigma |\nabla \phi|^2 - u_g ) \|_{L^2(\Omega)}^2 + \frac{\beta}{2} \| \nabla \sigma \|_{L^2(\Omega)}^2.$$  

For the results presented in figure 6.22 the previously identified heat source is used as measurement data $u_g$ for the optimal control problem described in 5.2.2.3. The initial value is chosen as above as $\sigma_0 = 3.0 \text{S m}^{-1}$ with a scaling factor $p = 350$. Since the used generator power is much lower than in the example above, the scaling factor has to be smaller. With a tolerance of $\text{tol} = 10^{-8}$ and a regularization parameter $\beta = 10^{-8}$ the optimization with the gradient method needs 7 iterations for the presented results. The progression of the objective values is presented in figure 6.23.

The electrical conductivity is identified only accurate to a multiplication factor, which is set to one at the presented plot. Even if the conductivity does not match the given
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Figure 6.22: At the top left the calculated electrical conductivity (green asterisks) in comparison with the assumed conductivity (red circles) with 1.5% temperature dependency is displayed. At the top right the corresponding temperatures are depicted. The corresponding power density (green asterisks) is shown at the bottom left, compared with the previously identified power density (blue triangles). All displayed values are taken along the red line, depicted in the picture of the calculated power density at the bottom right.

Figure 6.23: The progression of the objective values for the identification of the electrical conductivity from temperature measurements of an RFA in Agar-gel via a previously identified heat source.
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\[ \sigma(T) = 0.56 + 0.015(T - T_{\text{body}})/K, \]

the tendency is visible. Moreover, the correct electrical conductivity is not known and the used approximation with a linear temperature dependent conductivity is only an estimation [32]. Since the heat source \( u_g \) used in the objective functional is an approximation as well the results may be not as good as in the artificial setting. However, even for the artificial setting with the previously identified heat source the exact identification of the electrical conductivity was impossible at the tissue types which differ from the main liver tissue. Moreover, the initial temperature distribution is not the best data base since by rotating the two dimensional data additional artifacts will appear and debase the identification.

In the figures 6.24 and 6.25 the identified electrical conductivity for a modified setting is presented. Instead of using \( c = 4181.3 \text{ J kg}^{-1} \text{ K}^{-1} \) for the heat capacity, comparable with the heat capacity of water, we use the same capacity as in the artificial setting \( c = 3455 \text{ J kg}^{-1} \text{ K}^{-1} \). The same for the density, which is no longer adapted to the density of water but to the human tissue \( \rho = 1080 \text{ kg m}^{-3} \). The scaling factor is set to \( p = 700 \). The presented results are from two different settings. The first one is the identification of the electrical conductivity from a previously identified heat source \( u_g \). The second one is slightly modified such that the heat source \( u_g \) is additionally smoothed. That means the heat source is convolved with a Gaussian function with mean \( \kappa = 0 \) and a standard deviation \( \varsigma = 1.5 \). For the first setting a regularization parameter of \( \beta = 2 \cdot 10^{-8} \) is used whereas in the second case the regularization parameter is set to \( \beta = 10^{-8} \). The resulting identified electrical conductivity for the second setting is considerably smoother than the one from the first setting without smoothed input data. These results illustrate that if the input data, i.e. \( u_g \), are smooth the resulting electrical conductivity will be smoother too and the calculated power density will fit the given one in a better way.

Further, the quality of the results depends on the spatial position in the three dimensional data setting. Especially the results for the non-smoothed input data are spatially varying a lot. Comparing the results for the temperature in figure 6.24 with those in figure 6.25 it is noticeable that the match of the temperature to the given one depends on the spatial distribution. In figure 6.25 the temperature calculated from the identified electrical conductivity fits the given values much better than the temperature calculated corresponding to the electrical conductivity identified from the smoothed right heat source. On the other hand in figure 6.24 it is vice versa. This points out that a previously smoothing of the input data simplifies the identification of the electrical conductivity which additionally becomes smoother. However, if we do not know how smooth the original conductivity was, this may lead to more errors than an identification without smoothing. Furthermore even if the whole output is smoother the non-smooth output may fit in a better way to the given data, at least partially as seen above.

Since the scaling term \( \frac{P_{\Omega}}{P_{\Omega}} \) is replaced by a scalar \( p = 700 \) (or \( p = 350 \) in the first setting) the identified values reflect the conductivity except a multiplication factor that is not known and cannot be calculated. However the calculated power density and the resulting temperature distribution are not affected by this unknown factor. The only limitation is that we cannot really compare the values with the electrical conductivity we assume to
be a good approximation. The results in figure 6.26 illustrate that we have to be careful in choosing the scaling factor due to the spatial position where we compare the results. In the figure the results are multiplied with 0.8 and 1.2, which are chosen arbitrarily. The displayed diagrams suggest a multiplication factor larger than 1 will be a good choice for the present problem. However, the choice of the multiplication factors will always pose a challenge in real applications since the exact parameters are not known and even the approximations are not that good, otherwise we would not need an identification of the parameters. On the other hand the temperature distribution according to the identified parameters will be the same whatever is chosen as multiplication factor.

However, even if the presented results for the identification of the electrical conductivity from the measurements have not been proved satisfactory, the results are an improvement compared to the assumption of a constant value. In figure 6.27 temperature distributions calculated under different assumptions are compared. The original given temperature as well as the temperature corresponding to the identified heat source, the temperature according to the identified electrical conductivity and the temperature calculated with a constant electrical conductivity of $\sigma = 0.56 \text{Sm}^{-1}$ are displayed at different positions in the three dimensional object. The figures illustrate that the identified electrical conductivity accounts more for diverse spatial informations. Comparing the corresponding temperature distributions for the identified electrical conductivity and the constant conductivity, the results approve that the temperature for the identified conductivity fits better to the original data. Whereas for some spatial positions the temperature for a constant conductivity is superior.

6.2.3 Identification of the thermal conductivity (Problem C)

The identification of the thermal conductivity from the temperature data of the RFA in Agar-gel is really difficult. Since an appropriate scaling for the parameters to enable an identification with a spatially distributed conductivity has not yet been found, the temperature dependent modeling and the optimization problem with the SQP solver WORHP is used. For the identification different approaches have been pursued but with minor success. One approach was to use the previously identified heat source as heat source for the present problem to avoid the calculation of the power density with an estimated electrical conductivity. But the results were non-satisfying, we could have chosen arbitrary values as well. Potentially the SQP algorithm needs further modifications according to the problem.

The second approach is to use only the temperature measurements as input data and calculate the power density by choosing a constant value for the electrical conductivity. But also for this approach the results were non-satisfying. A problem for the optimization is founded in the given temperature measurements. The duration time of the RFA is comparatively small. At the beginning of the heating the temperature diffusion in the tissue is mainly generated by the heat source. Not until a certain time the thermal conductivity influences the temperature distribution. Therefore, the provided data are inadequate most likely for the identification of the thermal conductivity.
Figure 6.24: At the top left the calculated electrical conductivity for the non-smoothed input (green asterisks) and for the smoothed power (blue triangles) is compared with the conductivity \[
\sigma(T) = 0.56 + 0.015(T - T_{\text{body}})/K
\] (red circles). The resulting temperature distributions and power densities are displayed at the top right and the bottom left, respectively. Additionally the temperature for the smoothed power is depicted with magenta plus and the previously identified power is depicted as red circles, since we do not know the original power. The spatial position of all values is visualized as red line in the data at the bottom right.
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Figure 6.25: The same as in figure 6.24 at a different spatial position.
Figure 6.26: Comparison of the electrical conductivity multiplied with different factors. At the left column the identified conductivity for the non-smoothed power (green asterisks) and the identified conductivity for the smoothed power (blue triangles) are multiplied with 0.8 and compared with the values for \( \sigma(T) = 0.56 + 0.015(T - T_{\text{body}})/K \) (red circles). In the centered column the values are multiplied with 1.2. The right column displays the spatial position as red line in the three dimensional object.
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Figure 6.27: A comparison of the original temperature distribution (red circles) with the temperatures calculated corresponding to the identified heat source (blue triangles), the identified electrical conductivity (green asterisks) and a constant electrical conductivity $\sigma = 0.56 \text{ S m}^{-1}$ (magenta plus). The values are depicted for different spatial positions, displayed as red line in the pictures in the right column.
7 Outlook

In this chapter an outlook to further investigations is given. At first the identification of an additional parameter is described. Second the extension to another thermal treatment, the high-intensity focused ultrasound therapy, is investigated and first results are presented.

7.1 Identification of the specific heat capacity and the density

Beside the thermal conductivity $\lambda$ and the electrical conductivity $\sigma$ the specific heat capacity $c$ and the density $\rho$ of the tissue influence the temperature distribution in the human body during the RFA. In the following an outlook to the additional identification of the specific heat capacity $c$ and the density $\rho$ is given.

7.1.1 The model

The heat capacity describes the relation of the supplied heat and the change in the temperature of the substance. The specific heat capacity $c$ denotes the relation between the heat capacity and the substance’s mass. The SI units for the specific heat capacity are J kg$^{-1}$ K$^{-1}$. Water at $20^\circ$C has a specific heat capacity of $c = 4182$ J kg$^{-1}$ K$^{-1}$. In comparison olive oil has a specific heat capacity of $c = 1970$ J kg$^{-1}$ K$^{-1}$ [54]. Actually, the specific heat capacity depends on the temperature but for temperatures between $0^\circ$C and $100^\circ$C it can be assumed to be constant.

The density $\rho$ describes the relation between the mass of a substance and its volume. The SI units are kg m$^{-3}$. The density of liquids and solids is temperature dependent whereas the density of gases is additionally influenced by the pressure [54]. Moreover, Stein [78] models the density in dependence of the coagulation state, the temperature and the state of vaporization. The density of water at $37^\circ$C is $\rho = 993.331$ kg m$^{-3}$ and for $100^\circ$C we have $\rho = 958.35$ kg m$^{-3}$ [54].

Both parameters are needed for the calculations of the temperature distribution during the RFA, since they are used as parameters in the bio-heat transport equation (3.8) derived in chapter 3

$$\rho c \partial_t T(t,x) - \text{div}(\lambda \nabla T(t,x)) = Q_{\text{rf}}(t,x) + Q_{\text{perf}}(t,x) \quad \text{in } \mathbb{R}^+ \times \Omega \setminus \Omega_{\text{pr}}, \quad (7.1a)$$

$$T(0,x) = T_{\text{body}} \quad \text{in } \Omega,$$

$$T(t,x) = T_{\text{body}} \quad \text{on } \mathbb{R}^+ \times \Omega_{\text{pr}}, \quad (7.1b)$$

$$\nabla T(t,x) \cdot n = 0 \quad \text{on } \mathbb{R}^+ \times \partial \Omega.$$
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In the following we will consider an identification problem for the product of the specific heat capacity \(c\) and the density \(\rho\) of the tissue. That means we want to identify a temperature dependent parameter \(q := c\rho\). To account for the temperature dependency we assume a spatially and temporally distributed parameter \(q \in L^\infty(Q)\). The objective functional is given by

\[
\min_{T,q} F(T, q) := \frac{1}{2} \| T(t_{\text{fin}}, x) - T_g(x) \|_{H^1(\Omega)}^2 + \frac{\theta}{2} \| \nabla q \|_{L^2(\Omega)}^2
\]

with the regularization parameter \(\theta \in \mathbb{R}\). The constraints are given by the bio-heat transport equation depicted above (7.1). That means we have an optimal control problem similar to Problem A2.

To derive the optimality system we use the Lagrangian technique. The Lagrange functional \(\mathcal{L}(T, q, \mu) : L^2(0, t_{\text{fin}}; H^1(\Omega)) \times L^\infty(Q) \times L^2(0, t_{\text{fin}}; H^1(\Omega)) \to \mathbb{R}\) with Lagrange multiplier \(\mu \in L^2(0, t_{\text{fin}}; H^1(\Omega))\) and constraints \(h(T, q)\) as above is given by the following equation

\[
\mathcal{L}(T, q, \mu) = F(T, q) - (h(T, q), \mu)_{L^2(\Omega)}
\]

\[
= \frac{1}{2} \int_\Omega (T - T_g)^2 dx + \frac{1}{2} \int_\Omega (\nabla(T - T_{\text{body}}))^2 dx + \frac{\theta}{2} \int_\Omega (\nabla q)^2 dx
\]

\[
- \int_0^T \int_\Omega q \partial_t T dx - \int_0^T \int_\Omega \lambda \nabla T \nabla \mu dx - \int_\Omega \nu (T - T_{\text{body}}) \mu dx.
\]

The corresponding adjoint system is derived by differentiating the Lagrangian functional and similar to the adjoint equation described in (5.13). If we use a linearization in time, i.e. the time derivative \(\partial_t T\) is replaced by a Helmholtz term \(\frac{1}{\tau}(T - T_0)\), we obtain the following adjoint system

\[
\begin{align*}
\frac{q}{\tau} \mu - \text{div}(\lambda \nabla \mu) + \nu \mu &= (T - T_g) - \text{div}(\nabla(T - T_g)) & \text{in } \Omega, \\
\mu &= 0 & \text{on } \Omega_{\text{pr}}, \\
\nabla \mu \cdot n &= 0 & \text{on } \partial \Omega.
\end{align*}
\]

The corresponding variational inequality is given by

\[
D_q \mathcal{L}(T, q, \mu)(v - q) = \int_\Omega \alpha \nabla q \nabla (v - q) dx - \int_\Omega (T - T_{\text{body}}) \mu(v - q) dx \geq 0, \quad \forall v \in U_{\text{ad}}^q,
\]

with \(U_{\text{ad}}^q := \{ q \in L^\infty(\Omega) \mid 0 < q_a \leq q(x) \leq q_b \}\).

The existence of an optimal control can be shown similar to the problems described in chapter 5. After a linearization in time by replacing the time derivative \(\partial_t T\) with a Helmholtz-term, we obtain from the Lemma of Lax-Milgram the existence of a unique solution \(T \in H^1(\Omega)\) for every \(q \in U_{\text{ad}}^q\) for the linearized version of (7.1). Therewith we have a control-to-state operator \(S : L^\infty(\Omega) \to H^1(\Omega)\) and can proceed as for Problem
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![Graph showing the progression of the objective values for the optimization of the specific heat capacity and the density. The optimized parameter is spatially distributed. A logarithmic scale is used for the objective values.]

Figure 7.1: The progression of the objective values for the optimization of the specific heat capacity and the density. The optimized parameter is spatially distributed. A logarithmic scale is used for the objective values.

A1 and Problem A2 (see chapter 5).

7.1.2 First numerical results

The problem described above is implemented for two different cases, which are both discretized with FEM. The first case works with a spatially distributed parameter $q$ and is implemented in QuocMesh. The used algorithm is the gradient descent method described in Algorithm 2 on page 45. The same setting as in 6.1.2 is used. That means the same data are used and the position of the probe is the same as well as the body temperature and the boundary conditions for the potential and the heat equation. The electrical conductivity is set to $\bar{\sigma} = \{0.48, 0.42, 0.48\} \text{Sm}^{-1}$ and the thermal conductivity is chosen as $\bar{\lambda} = \{0.45, 0.53, 0.45\} \text{Sm}^{-1}$ for native liver tissue, tumorous tissue and the vascular system respectively. The optimal values for the product of the specific heat capacity $c$ and the density $\rho$ is set to $q = \rho c = 3.74 \times 10^6 \text{JK}^{-1}\text{m}^{-3}$ in the native liver tissue and the vascular system and to $q = \rho c = 3.75 \times 10^6 \text{JK}^{-1}\text{m}^{-3}$ in tumorous tissue. As initial guess we choose $q_0 = 50000 \text{JK}^{-1}\text{m}^{-3}$. The regularization term is neglected since an exactly known data set is used. The progression of the objective functional values is displayed in figure 7.1. First results are depicted in figure 7.2. The calculated parameter is depicted as well as the corresponding temperature. Both are compared with the given values.

The second test case is formulated as optimization problem and uses the same setting as described in section 6.1.3. That means the same data are used and the same conditions for the potential and the heat equation. The probe is placed at (22, 13, 11) in the grid with an orientation of (0, 0, -1). The optimal values for the tissue dependent electrical conductivity are $\bar{\sigma} = \{0.56, 0.62, 0.58\} \text{Sm}^{-1}$ for liver tissue, tumorous tissue and the vascular structures. The thermal conductivity is additionally temperature dependent and set as follows: $\bar{\lambda}_{\text{ref}} = \{0.47, 0.56, 0.53\}$ and $\alpha_{\bar{\lambda}} = \{0.014, 0.105, 0.014\} \text{Sm}^{-1}$. The regularization parameter $\theta$ is equal zero since we do not use any regularization due to
the exact input data. The optimization is performed with the SQP solver WORHP. We assume a constant parameter \( q = \rho c \) and model the problem without any constraints. The heat equation is incorporated in the calculations of the objective and the gradient is calculated by the FD method provided by the solver. The step size for the FD method is defined as \( \tau = 10^{-5} \). As initial value \( q = \rho c = 10000 \text{JK}^{-1}\text{m}^{-3} \) is chosen and the tolerance for the solver is set to \( \text{tol} = 10^{-17} \). Additionally the objective is multiplied with a scaling factor \( \xi = 10^7 \). In figure 7.3 the progression of the objective values during the optimization is displayed.

Besides the objective functional described in (7.2) also the following objective functional is considered, where the \( H^1 \)-norm in the main part is replaced by the \( L^2 \)-norm as described for Problem C

\[
\min_{q} F(T, q) := \frac{1}{2} \| T(t_{\text{fin}}, x) - T_g(x) \|_{L^2(\Omega)}^2 + \frac{\theta}{2} \| \nabla q \|_{L^2(\Omega)}^2.
\]

The results for both optimization problems, i.e. \( H^1 \)-norm and \( L^2 \)-norm with a constant parameter \( q = \rho c \in \mathbb{R} \), are displayed in table 7.1. In figure 7.4 the temperature calculated according to the optimized parameter \( q \) is compared with the given temperature. Therewith, the temperature for the results from the objective functional with \( L^2 \)-norm and with \( H^1 \)-norm are displayed.

The presented results for both cases, the spatially distributed parameter and the con-
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Figure 7.3: The progression of the objective values for the optimization of the heat capacity and the density. On the left the objective values for the $L^2$-norm in the objective functional are displayed. On the right the objective values for the $H^1$-norm in the objective functional are shown. The optimized coefficient is assumed to be a constant value.

<table>
<thead>
<tr>
<th>Objective</th>
<th>$\bar{q}$ (J K$^{-1}$m$^{-3}$)</th>
<th>$q$ (J K$^{-1}$m$^{-3}$)</th>
<th>$F$</th>
<th>KKT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^2(\Omega)$</td>
<td>$3.4 \cdot 10^6$</td>
<td>3735451.32095</td>
<td>240.452</td>
<td>$2.381 \cdot 10^{-19}$</td>
</tr>
<tr>
<td>$H^1(\Omega)$</td>
<td>$3.4 \cdot 10^6$</td>
<td>3819166.02542</td>
<td>8682497.24</td>
<td>$1.962 \cdot 10^{-20}$</td>
</tr>
</tbody>
</table>

Table 7.1: The results for the identification of the constant parameter $q = \rho c$. From left to right: the norm in the objective functional, the given parameter $\bar{q}$, the calculated parameter $q$, the final objective value $F$ and the final KKT value.

stant parameter, illustrate that this problem need to be investigated further. For the spatially distributed parameter the calculated values fit the given ones in the vicinity of the probe. However, distant to the probe the values do not match. This is founded by the local impact of the temperature distribution. As in the problems describe before, an additional scaling may improve the results a lot. Further, a separated optimization for the density and the heat capacity are possible. Due to the only small temperature dependency of the heat capacity the identification should improve for this parameter.

The results for the optimization of the constant parameter $q = \rho c$ are similar. According to the non-matching parameters, described in table 7.1, the temperature distributions, depicted in figure 7.4, do not fit to the optimal temperature. Since we assume a constant value for the whole domain the mismatch can not only be based on the impact of the temperature distribution, there must be other effects which has to be explored further. Presumable another scaling for the objective will change something. First investigations with different scalings led to distinct results. However, a better solution has not been found to date.
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Figure 7.4: The results for the identification of a constant parameter $q = \rho c$. The temperature for the result from the objective with $L^2$-norm is depicted as green asterisks. The temperature for the $H^1$ objective with blue triangles. The given values are given as red circles. At the right the position of the depicted values is shown as red line in the picture of the temperature.

7.2 Extension to the method of high-intensity focused ultrasound

In this section a brief outlook is given on how the identification can be extended to other thermal treatments as the method of high-intensity focused ultrasound.

7.2.1 High-intensity focused ultrasound

Another promising ablation technique beside the RFA is the method of high-intensity focused ultrasound (HIFU). HIFU is a non-invasive therapy where focused ultrasound waves lead to a heating of the tissue. HIFU is a therapeutic modality which is applicable for tumor ablation as well as hemostasis, thrombolysis or targeted drug delivery. An overview of the method is given e.g. in the review of Kim et al. [48]. The different modalities and applications are also described in the paper of Ter Haar [86]. For tumor ablation, e.g. benign prostatic hyperplasia, the idea of HIFU therapy is the same as for RFA. By conducting energy to the tissue the tumorous cells will be heated.
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and therewith destroyed due to the coagulation of the proteins. The main difference is
the way how the energy is inflicted. For the method of RFA a probe has to be placed in
the tumorous tissue whereas by the method of HIFU the transducer is placed outside the
tissue. The arising pressure of the applied ultrasound leads to a heating of the tissue.
The ultrasound beams are focused at that point where the tissue shall be destroyed
whereas the surrounding tissue is almost unaffected. The generated lesions are much
smaller than for RFA but the exposure time is even less (in the range of seconds) such
that several exposures are placed side by side to achieve a larger affected area.
For the simulation of the temperature distribution generated by HIFU the bio-heat
transport equation will be used as for the simulation of the RFA. But due to the different
energy conduction the term which describes the heat source has to be replaced, instead
of the squared potential the squared pressure is used. The resulting steady state bio-heat
transport equation is given by

\[-\text{div}(\lambda \nabla T) + \nu (T - T_{\text{body}}) = \frac{\omega}{\rho p c_p} p^T \text{ in } \Omega, \]

where \(\Omega\) is the computational domain and \(p\) denotes the pressure and \(p^T\) its transpose.
The attenuation coefficient for a certain ultrasound frequency is denoted by \(\omega\) and the
values \(\rho_p\) and \(c_p\) denote the density of sound and the speed of sound respectively. The
cooling effect of the vascular system and the blood perfusion are taken into account via
the perfusion term \(\nu (T - T_{\text{body}})\) as described in section 3.2 for the RFA. Altogether,
equation (7.3) is the same as (3.8) with steady state and beside the heat source. The
pressure \(p\) can be calculated in different ways as e.g. described in the paper of Zeng and
McGough [93]. In the following we will consider the identification of the pressure as
heat source for the temperature distribution given by MR thermometry. Since the heat
equations are similar for the RFA and HIFU we can use the same algorithm as before.

7.2.2 MR thermometry

In this section the method of MR thermometry is briefly explained.
MRI is not only an imaging method, it offers more functional modalities, as e.g. the
temperature measurements, the so called MR thermometry. The method of MRI is
based on electromagnetic fields and their influence on the water protons in the body.
With the help of a powerful magnetic field the water protons are aligned and afterwards
this alignment is systematically altered by a radio-frequency field. The realignment of
the protons can be measured by the scanner. Since the protons in the diverse tissue
types need different times to realign to their equilibrium state, an image of the diverse
tissue types can be constructed.
For the MR thermometry the sensitivity of the proton resonance frequency (PRF) to
the temperature is used. Further information to the temperature sensitivity of the PRF
can be found in [45]. To calculate the temperature we use changes in the phase images
which depend on the changes in the resonance frequency [68]. That means we calculate
the temperature from the difference between two phase images. The changing of the
temperature $\Delta T$ can be calculated with the following formula

$$\Delta T = \frac{\Psi(T) - \Psi(T_0)}{\rho \theta B_0 T E},$$

where $\Psi(T)$ denotes the current image and $\Psi(T_0)$ the reference phase image at a known temperature. The further parameters denote the gyromagnetic ratio $\rho$, the PRF change coefficient $\theta$, the magnetic field strength $B_0$ and the echo time $TE$. There exists different software for the calculation and illustration of the temperature, as e.g. TAM [59]. The data which are used in the following are provided by D. Haemmerich$^1$.

7.2.3 Identification of the pressure

The measurements which are used in the following are generated by MR thermometry during an HIFU ablation in an Agar-gel. The used gel is the same as in the example above. Due to the different method for the temperature measurement the obtained data distinguish from that above. The size of the pixels is with $2.5 \times 2.5$ mm larger than those taken by the infrared camera but the number of pixels is larger, we have $160 \times 160$ pixels in each time frame. Between the recorded data frames there is a slot of approximately 2.9s. The duration of the ablation was about 30s followed by 90s cooling afterwards. In figure 7.5 typical pressures in an axial and radial view are displayed.

For the identification of the spatially distributed pressure the given data is at first rotated to obtain a three dimensional object and afterwards they are resampled to a size of $128 \times 128 \times 128$ pixel. As in the case of the RFA in the Agar-gel we assume that the data is rotationally symmetric with a horizontal rotation axis. The tissue parameters density $\rho$ and heat capacity $c$ are set to the typical values of water as above,

---

$^1$Medical University of South Carolina, USA.
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i.e. \( \rho = 997 \text{ kg m}^{-3} \) and \( c = 4181.3 \text{ J kg}^{-1} \text{ K}^{-1} \). The body temperature is set to 35.142\(^\circ\)C according to the measured data. As initial value the pressure is set to \( u_0 = 100 \). The optimization is done as described before for the heat source in Problem A1.1, performed by the gradient method described in Algorithm 2 on page 45, implemented in QuocMesh. After 22 iterations the optimization stops due to the termination criterion as described before in (5.20). The progression of the objective values is depicted in figure 7.6. The results shown in figures 7.7 and 7.8 illustrates that the main shape of the pressure is reflected, compared with the artificial examples in figure 7.5, but the temperature values are larger than the given ones. This may be caused by different effects and needs further investigations. One reason can be the parameters in the optimization algorithm, as termination condition, step size or regularization parameter. But further the mismatch can also be based on the given data. Further information how these data are generated may improve the results as well as the usage of a finer grid. Moreover, there are some parts in the domain where the measured temperature is below the assumed body temperature. This might be also a reason for the calculated temperature being a little bit too large at the boundary and partly in the center. However, the calculated pressure reflects the typical shape and these first results are promising that with further investigations an identification of the pressure will be possible.

![Figure 7.6: The progression of the objective values for the identification of the pressure in HIFU.](image-url)
Figure 7.7: The results for the identification of the pressure from MR thermometry measurements for the HIFU ablation in Agar-gel. The calculated pressure (top left) and the resulting temperature (bottom left) are denoted by green asterisks, whereas the given temperature is displayed with red circles. The results show a radial view through the center of the data, displayed as red line in the right column.
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Figure 7.8: The results for the identification of the pressure from MR thermometry measurements for the HIFU ablation in Agar-gel. The calculated pressure (top left) and the resulting temperature (bottom left) are denoted by green asterisks, whereas the given temperature is displayed with red circles. The results show an axial view through the center of the data, displayed as red line in the right column.
8 Conclusions

In this thesis the parameter identification from temperature measurements during the RFA has been discussed.

For a realistic prediction of the outcome of an RFA we need a mathematical model that describes the physical effects as good as possible. Due to the lacking knowledge of the exact material parameters and the patient individual differences we addressed in this work to the patient individual identification of the material parameters during the RFA. To simulate the result of the RFA the temperature distribution during the treatment is modeled by a system of two coupled PDEs, the bio-heat transport equation and the potential equation. Both equations are significantly influenced by the material parameters. Therefore a parameter identification problem was formulated by fitting the temperature to a given temperature distribution. This states a minimization problem with tracking type functional. Since different parameters were considered which influence the whole system in distinct ways the identification was split into two main parts. For the identification of the thermal conductivity the minimization problem was defined as the minimization of the difference between the calculated and the given temperature distribution. For the identification of the electrical conductivity a modified approach was needed. The electrical conductivity influences the temperature distribution only via the heat source, i.e. the right hand side of the heat equation. Due to the only local impact of the heat source on the temperature distribution the identification of a spatially varying electrical conductivity is nearly impossible. Therefore, a second minimization problem was considered where at first the heat source was identified from the temperature distribution. Afterwards this identified heat source was used for the identification of the electrical conductivity. For both approaches the optimality systems were formulated and in a general form investigated concerning the existence of solutions.

To apply the above minimization problems different aspects needed to be considered. The first question was the modeling of the parameters. In this work different models were investigated, constant, tissue dependent, temperature dependent and spatially distributed parameters. All formulations have advantages and drawbacks. The local impact of the heat source suggests to choose a modeling which includes information from the whole domain, as e.g. the temperature. That means the parameters should be defined in dependency of the temperature. For the thermal conductivity this worked well since it is known from different measurements that the thermal conductivity depends linearly on the temperature. However, for the electrical conductivity this is not the case. As the measurements from porcine liver have shown the electrical conductivity does not depend linearly on the temperature. Therefore a more complex model would be needed. But a description with a polynomial of higher degree will lead to a more complex optimization particularly if we do not know the type of temperature dependency. Hence
an identification problem with a spatially distributed electrical conductivity was formulated. This increases the number of optimization variables significantly and therewith demands another kind of optimization method. For the constant or temperature dependent parameters the SQP solver \textit{WORHP} was used whereas for the spatially distributed parameters a gradient method was implemented in \textit{QuocMesh}, an FEM toolbox. The spatially distributed parameters rose a new challenge since the advantages of the temperature dependent parameters had been lost. The local influence of the heat source and the temperature on the system precluded a direct identification of the parameters. An additional scaling of the parameters or the objective functional was necessary. However for the original system stated by the system of given PDEs for the modeling of the RFA an appropriate scaling has not been found yet. Nevertheless, for the identification of the electrical conductivity a solution was possible by approximating the scaling term \( \frac{P_{\text{eff}}}{\Omega} \) for the heat source by a scalar value. Additionally the objective was scaled with the piecewise reciprocal of the squared gradient of the potential. The scaling factor is introduced in the model since for the potential an arbitrarily chosen value of +1 and −1 at the electrodes is assumed which does not correspond to the reality. Furthermore the effect of the impedance matching is modeled by this scaling term. The problem for the optimization caused by this term is that the term \( \frac{P_{\text{eff}}}{\Omega} \) depends nonlinear on the electrical conductivity and the potential, which in turn depends on the conductivity. Therefore the gradient, which is already problematic with a constant scaling factor, became even worse. Due to the local influence of the heat source the gradient is almost flat in most parts of the domain. Only near the probe it is really steep which causes the main problems in the optimization process. For the scaling factor depending on the conductivity this effect is aggravated. For a spatially distributed thermal conductivity a similar effect was observed which made an identification without scaling impossible.

The presented results show the identification of constant parameters, tissue dependent parameters, temperature dependent parameters and spatially distributed electrical conductivity. The methods were applied to artificial data mainly to illustrate the advantages and drawbacks of the approaches. Finally, they were partially applied to real data from temperature measurements of the RFA in an Agar-gel as well as MR thermometry data of a HIFU therapy in Agar-gel. The quality of the results depended highly on the quality of the input data. For example for a generated and well known heat source it was possible to identify the electrical conductivity nearly exactly whereas for the real data the results were less accurate. Moreover the quality of the results also depends on the setting. In the artificial setting it was observed that the optimization of tissue dependent parameters only worked if the probe were placed in the vicinity of the according tissue types. This is originated by the local impact of the power density. However the results indicate that an identification of the parameters improve the model for the RFA as well as the ameliorated knowledge of the behavior of the heat source. This improvements will also influence the simulation in a positive way. It will enhance the simulation and lead to a corrected prediction of the outcome of the RFA.

The basic idea of the present thesis was the patient individual improvement of the simulation of the RFA. The aim was to identify the patient individual parameters from
temperature measurements during the RFA and to update the values for the simulation accordingly. The predicted results from the corrected simulation of the RFA could be used to adapt the current setting, e.g. the probe’s position, and therewith improve the success of the ablation.

However, the long-term goal, the identification of the parameters during the RFA, has not been reached yet, since the calculations are too time consuming and the identification is limited by different problems. Nevertheless, the identification works well for artificial data and also with measured data, if we restrict the problem to the identification of the heat source. The problems concerning the identification of the spatially distributed parameters from measured temperature distributions are based on the problem modeling, namely the ill-posedness of the bio-heat transport equation, as well as on the insufficient quality of the temperature data. An approach to improve the identification is to modify the measured data, e.g. to smooth the data with an additional scaling. This will need further investigations since an additional smoothing always leads to attenuation of spatial information. But as already seen in this work a smoothing can also be advantageous since the optimization ease. The loss of information and the benefit for the optimization must be weighed.

To improve the identification itself, different approaches are imaginable. The model can be improved as well as the algorithm. However, the main benefit will be obtained by an appropriate scaling of the parameters or the objective functional. That means if we want to apply the developed methods successfully to measured data we have to include an additional scaling term, as has been used for the identification of the electrical conductivity in a first attempt. This scaling together with the approximation of the scaling term \( \frac{\rho_{\text{eff}}}{\rho_{\Omega}} \) with a constant value \( p \in \mathbb{R} \) made the identification of a spatially distributed electrical conductivity possible, except for the factorization. That means we can determine only the product \( p\sigma \) and not the conductivity \( \sigma \) itself. However, for the temperature calculations the exact factorization is not needed. An appropriate scaling will provide the identification of spatially distributed parameters.

Furthermore we may think of an improvement of the algorithms by using an SQP method for the spatially distributed parameters or combine the tissue and temperature dependent parameter modeling in the optimization problem with a higher spatial diversity of the coefficients. That means we would use a higher spatial resolution for the parameters instead of only three different tissue types.

Regarding the problem with the computational time, even if we are not able to speed up the calculations to identify the parameters during the RFA we can use the results from different temperature measurements to get an impression of the temperature dependence and the typical values of the parameters. Even if this is not a patient individual improvement it is still an improvement of the model and the simulation if we rely no longer on the experimental data from porcine liver or ex vivo measurements.

Beside an improvement of the model we may also think of another application of the parameter identification. As the results in the outlook have shown, the application of the identification of the heat source is transferable to other thermal ablation methods as high focused ultrasound. This first results suggests that an identification of the heat
source and probably also the material parameters is possible also from HIFU temperature measurements. The advantage from HIFU is that in many cases MRI is used for imaging as well as for thermometry measurements whereas RFA is often performed with X-ray computed tomography since for the ablation in MRI there are special probes needed. Therefore in practice the method of HIFU is a promising scope of application.
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