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Abstract

Nowadays a large variety of two-dimensional (2d) materials ranging from (functionalized) graphene, graphene analogues like hexagonal boron nitride to metallic, semiconducting or superconducting transition metal dichalcogenides are studied theoretically and experimentally. Their remarkable material features, resulting from the unique two-dimensional physics, as well as flexibility in tuning of their properties made them interesting for various applications. For example regarding electronic devices novel kinds of heterostructures were created with the possibility for on demand tailoring through the stacking of different layered materials.

Coulomb interaction effects play a major role in characterizing 2d materials. Due to the low dimensionality of the systems, the interaction effects are enhanced and highly sensitive to external screening. In this thesis we make use of these peculiar interaction effects to create lateral heterojunctions within otherwise homogeneous monolayers through the external manipulation of the Coulomb interaction. Therefore we study the band gap modulation in semiconducting transition metal dichalcogenides placed on laterally structured substrates and show spatially sharp band gap transitions on the order of a few unit cells. Contrary to other kinds of heterostructures, the proposed mechanism is non-invasive leaving the active material of the heterojunction untouched. With respect to optical properties we study the response of the exciton to tuning of the Coulomb interaction and find that the lowest energy excited state is nearly unaffected by dielectric environments. However, higher energy excitations can be strongly manipulated.

For the construction of optimal tailor-made devices a comprehensive understanding of the underlying Coulomb interaction effects is necessary. However, interaction effects are often not well understood and can be difficult to describe. To this end we utilize models based on ab-initio calculations which include the main features of the investigated materials and suitable descriptions of the screening effects.

To find optimal candidates for these kind of heterostructures we compare the effect of external dielectric environments on different semiconducting transition metal dichalcogenides. All materials under investigation show the same relative changes in the band gap for increasing dielectric screening rendering this class of materials equally suitable for further applications.

Not only the dielectric but also the chemical environment, e.g. different gaseous atmospheres, can alter the material properties of a 2d material. Finally we investigate the influence of O\textsubscript{2} adsorption on (doped) monolayer MoS\textsubscript{2} as a promising candidate for sensing applications.
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1. Introduction

Semiconductors play a major role in modern optoelectronics. Especially heterojunctions, i.e. materials which show a band gap transition between different regions, are building blocks of electronic and information technology and are used for example in transistors, diodes and solar cells. The industrial standard nowadays is Silicon based technology utilizing p-n-junctions with different doping regimes [1]. Additionally heterostructures, which are interfaces of materials with different band gaps, are widely used in various applications [2, 3].

The rising interest in the field of two-dimensional (2d) materials, starting with the first isolation of graphene [4], has opened new ways for building and investigating heterostructures. Nowadays a large variety of atomically thin materials besides graphene are studied. 2d materials inherit great potential not only for understanding fundamental physics but also for the application in (opto-)electronic devices [5] as they offer a great flexibility in tuning their electronic properties [6]. For the creation of heterostructures they provide a large variety of possible materials in addition to bulk crystals. Atomically thin 2d materials [7] including semiconducting transition metal dichalcogenides (TMDCs) have been assembled into structures like lateral [8–11] or vertical [12–18] heterojunctions. In those so-called van-der-Waals heterostructures different materials can be stacked on top of each other connected with weak interlayer interactions. In contrast to conventional epitaxially grown heterostructures, their lattices do not need to match yielding numerous possible material combinations.

We will propose a third unique way to create band gap modulations within a 2d material based on the peculiar 2d Coulomb interaction. The screening in 2d systems is reduced leading to enhanced interaction effects. Changes in the environment of 2d materials result in different screening which directly influences the interaction. This renormalizes the band gap [19–21] and thus opens up the possibility to engineer the properties non-invasively. Although Coulomb interaction effects play a major role in determining material properties of 2d materials they are often not well understood and by far not easy to describe. However, to find optimal tailor-made devices a comprehensive understanding of these effects is needed.

The scope of this work is to investigate how manipulating the Coulomb interaction can alter the material properties of widely studied semiconducting 2d TMDC and how this can be used for applications, e.g. for heterojunctions. We give the first description [22] of a heterojunction induced in a homogeneous monolayer by a laterally structured environment and discuss the peculiar optical properties of such a
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system. Additionally we study which semiconducting TMDC MX$_2$ with M∈{Mo,W} and X∈{S,Se} is the optimal candidate for future devices.

Since treating the full Coulomb interaction of a many-body system is an arbitrarily difficult task, we will turn to models based on ab-initio calculations which include the main features of the investigated materials and appropriate descriptions of the screening effects. The ab-initio calculations utilize many-body perturbation theory on top of density functional theory. To describe the self-energy, which includes the important Coulomb induced interaction effects we will use the Hartree-Fock and GW approximation.

In Chapter 2 we give an overview of the theoretical concepts and methods used in this work. Therefore, we present the many-body Hamiltonian and describe the methods used to solve the non-interacting problem, like the tight-binding approach, and the interacting problem like density functional theory and many-body perturbation theory. Moreover, we shortly explain the concept of excitons as they strongly influence the optical properties of a material.

Chapter 3 introduces TMDCs, showing the lattice structure of the investigated materials as well as basic electronic and optical properties. Furthermore, we discuss Coulomb interaction in 2d materials and explain the idea of Coulomb engineering in which the band gap is manipulated through dielectric environments. At last we derive the model on which all following chapters are based on.

In Chapter 4 we follow the idea of a Coulomb engineered heterostructure and show that a spatially structured environments induces a heterojunction like band gap modulation in an otherwise homogeneous monolayer. Therefore, we turn to a minimal tight-binding description including the inhomogeneous environment through a model screening function in Hartree-Fock approximation. The optical properties of such a system are investigated in Chapter 5 exhibiting interesting potential energy landscapes, where higher energy states are trapped but lower energy states move almost freely or are even expelled from the trapping regions.

At last we turn to a material realistic description of Coulomb engineered heterostructures in Chapter 6. We investigate which of the semiconducting TMDCs under investigation are most sensitive to external manipulation of the band gap. Due to the long-ranged Coulomb interaction there will be an interface region between the regions with different band gaps. We will discuss the intrinsic length scale of this interface and show that still sharp band gap modulations can be realized.

Not only manipulation of the Coulomb interaction alters the material properties of a 2d material. They are also sensitive to changes in their chemical environment, e.g. molecular adsorbates, rendering them interesting for gas sensors. We study the possible application of MoS$_2$ in such gas sensing devices in Chapter 7. For that reason we show ab-initio calculations for O$_2$ adsorbed on doped monolayer MoS$_2$ to support experimental analysis of monolayer MoS$_2$ field effect transistors exposed to oxygen.
2. Theory and Methods

In the following chapter a brief introduction to the used theoretical framework for the calculations in this work is given. Thereby we start with a short introduction into many-body physics in Section 2.1 recalling the tight-binding method to solve the non-interacting many-body Hamiltonian. Afterwards we introduce Density Functional Theory in Section 2.2 as a first approach to describe ground-state properties of interacting electrons. In Section 2.3 we show approximations to treat the full Coulomb interaction which are needed for a more sophisticated ab-initio description of interacting electrons within Many-Body-Perturbation-Theory as described in Section 2.4. Lastly, we shortly discuss the electron-hole excitations, namely excitons in Section 2.5.

This chapter shall only give a brief overview of the used methods. Further details can be found in many textbooks and reviews. The main references used for the descriptions in this work are given at the beginning of every chapter. The interested reader is referred to the books by Czycholl [23], Martin [24, 25], Mahan [26] and Bruus and Flensberg [27] to name just a few examples for further insights into many-body theory.

2.1. Many-body theory

2.1.1. Many-body Hamiltonian

The following introduction to the many-body Hamiltonian is based on the corresponding chapter in the book by Czycholl [23]. Similar discussions can be found in a variety of textbooks dealing with condensed matter physics like Refs. [26–28].

For the quantum mechanical description of any system the time-dependent Schrödinger’s equations

\[ H |\Psi(t)\rangle = i\hbar \frac{\partial}{\partial t} |\Psi(t)\rangle \]  

(2.1.1)

has to be solved, in which the Hamiltonian \( H \) incorporates all relevant energy terms for the problem at hand. In this work \( H \) is always a many-body Hamiltonian describing the investigated material system and \( |\Psi(t)\rangle \) the corresponding many-body wave function. For a time independent problem the time evolution of \( |\Psi(t)\rangle \) is given by
\[ |\Psi(t)\rangle = |\psi\rangle e^{-i\frac{E}{\hbar}t}. \] (2.1.2)

This simplifies Eq. (2.1.1) to the stationary Schrödinger’s equation
\[ H|\psi\rangle = E|\psi\rangle \] (2.1.3)
for the stationary wave function \(|\psi\rangle\) and the eigenenergy \(E\).

Without considering relativistic effects and (time-dependent) external fields we can write the Hamiltonian for a system of interacting electrons and nuclei as
\[ H = T_{\text{nuc}} + T_e + V_{\text{nuc-nuc}} + V_{e-e} + V_{e-nuc}, \] (2.1.4)
where the operators \(T_{\text{nuc}}\) and \(T_e\) describe the kinetic energy of the nuclei and electron, respectively. The pairwise interaction between the particles are given by \(V_{\text{nuc-nuc}}\) (nuclei-nuclei interaction), \(V_{e-e}\) (electron-electron interaction) and \(V_{e-nuc}\) (electron-nuclei interaction). For \(N_e\) electrons with mass \(m_e\) and charge \(-e\) at the position \(r_i\) and \(N_{\text{nuc}}\) nuclei with mass \(M_I\) and charge \(Z_i e\) at the position \(R_I\), Eq. (2.1.4) can be explicitly written as
\[
H = -\sum_{i} \frac{\hbar^2}{2m_e} \Delta_i \left( T_a \right) - \sum_{I} \frac{\hbar^2}{2M_I} \Delta_I \left( T_{\text{nuc}} \right) + \frac{1}{2} \sum_{I \neq J} \frac{N_{\text{nuc}} N_e Z_I Z_J e^2}{|R_I - R_J|} \left( V_{\text{nuc-nuc}} \right) + \frac{1}{2} \sum_{I \neq j} \frac{e^2}{|r_i - r_j|} \left( V_{e-e} \right) - \sum_{I} \sum_{i} \frac{Z_I e^2}{|r_i - R_I|} \left( V_{e-nuc} \right)
\] (2.1.5)
where we used the electron momenta \(p_i = -i\hbar \nabla_i\) and nuclei momenta \(P_I = -i\hbar \nabla_I\).

To get the full many-body wave functions and energies for a solid state, Eq. (2.1.4) has to be solved for approximately \(10^{23}\) particles. This is a highly complex problem which needs the application of various approximations.

One of the most fundamental approximations is the adiabatic Born-Oppenheimer-approximation \([29]\) in which the nuclei and electron dynamics are decoupled. This is based on the assumption that the light electrons move much faster than the much heavier atomic cores and thus can follow the motion of the nuclei instantaneously. As a result the electronic and the lattice wave functions can be treated separately and the complete wave function is written as \(|\Psi\rangle = |\Psi_e\rangle \otimes |\Psi_{\text{nuc}}\rangle\) with the electron wave function \(|\Psi_e\rangle\) and the atomic wave function \(|\Psi_{\text{nuc}}\rangle\).
In Born-Oppenheimer approximation the atomic positions \{R_I\} appear in the electronic problem only as stationary parameters and the electronic part of the Hamiltonian is written as

\[ H_{el} = -\sum_i \frac{\hbar^2}{2m_i} \Delta_i + \sum_i V(r_i) + \frac{1}{2} \sum_{i \neq j} \frac{e^2}{|r_i - r_j|}, \tag{2.1.6} \]

in which the electrons move within a translational invariant static potential of the atoms

\[ V(r_i) = \sum_j^{N_{nuc}} \frac{Z_I e^2}{|r_i - R_I|}. \tag{2.1.7} \]

As we are mainly interested in the electronic properties in this thesis, we will only consider the electronic part \(H_{el}\) of the Hamiltonian when discussing \(H\) and thus will often drop the subscript. The Born-Oppenheimer-approximation reduces the complexity of the full problem, nevertheless \(H_{el}\) is still not solvable due to the electron-electron interaction. Further approximations have to be made to calculate energy spectra from Eq. (2.1.6) which we will introduce in the following chapters.

Even though we will always treat systems with interacting electrons it is still useful to discuss the non-interacting part of \(H_{el}\), the so called single-particle operator

\[ H_0 = -\sum_i \frac{\hbar^2}{2m_i} \Delta_i + \sum_i V(r_i), \tag{2.1.8} \]

which is a sum of operators describing single electrons. Thus for every particle the single-particle Schrödinger’s equation can be solved separately

\[ \left( -\frac{\hbar^2}{2m} \Delta_i + V(r_i) \right) \psi_n(r_i) = E_0^n \psi_n(r_i). \tag{2.1.9} \]

Then the eigenfunction of \(H_0\) is the antisymmetric product of the single-particle states \(\psi_n(r_i)\). Due to the translation invariance of the lattice, these single-particle states have to obey the Bloch theorem [30]

\[ \psi_n(r_i + R_j) = e^{i\mathbf{k} \cdot \mathbf{R}_j} \psi_n(r_i), \tag{2.1.10} \]

where \(R_j\) is a lattice vector and \(k\) a wave vector of the first Brillouin zone. Consequently \(\psi_n(r_i)\) can be written as Bloch functions

\[ \psi_{nk}(r_i) = \frac{1}{\sqrt{V}} e^{i\mathbf{k} \cdot \mathbf{R}_j} u_{nk}(r_i) \tag{2.1.11} \]
with a lattice periodic function \( u_{nk}(r) \) meaning the eigenfunctions of the single-particle Hamiltonian are plane waves with wave vector \( k \) modulated with \( u_{nk}(r) \).

In solid-state physics a convenient way to write Hamiltonians is the use of second quantization or occupation number representation. In this representation the Hamiltonian (2.1.6) can be written as

\[
H = \sum_{k_1k_2} \varepsilon_{k_1k_2} c_{k_1}^\dagger c_{k_2} + \frac{1}{2} \sum_{k_1k_2k_3k_4} U_{k_1k_2k_3k_4} c_{k_1}^\dagger c_{k_2}^\dagger c_{k_3} c_{k_4}. \tag{2.1.12}
\]

The operators \( c_{k_i}^\dagger \) annihilate (create) a fermion within the single-particle state \( |k_i\rangle \). The single-particle operator matrix elements

\[
\varepsilon_{k_1k_2} = \langle k_1 | H_0 | k_2 \rangle = \int d^3r \varphi_{k_1}^* (r) H_0(r) \varphi_{k_2} (r) \tag{2.1.13}
\]

include the kinetic energy \( T_e \) and the effective potential \( V(r) \) of the atomic cores. The matrix elements of the two-particle operator

\[
U_{k_1k_2k_3k_4} = \langle k_1 | \langle k_2 | V_{e-e} (r - r') | k_3 \rangle | k_4 \rangle
\]

\[
= \int d^3r \int d^3r' \varphi_{k_1}^* (r) \varphi_{k_2}^* (r') V_{e-e} (r - r') \varphi_{k_3} (r') \varphi_{k_4} (r) \tag{2.1.14}
\]

describe the electron-electron coupling strength due to the Coulomb interaction \( V_{e-e} \). In general any single-particle basis can be used. Often the eigenbasis of \( H_0 \) in reciprocal space is chosen, because then \( \varepsilon_{k_1k_2} \) becomes diagonal and \( \varepsilon_k \) is the single-particle band structure.

### 2.1.2. Tight-binding model

In this chapter we will introduce the tight-binding model to describe non-interacting electrons within a periodic potential. It is mainly based on the corresponding chapters in Refs. [23, 31]. A detailed description can be found in Ref. [32].

Within the tight-binding model we are solving the non-interacting Hamiltonian from Eq. (2.1.8). As described in the previous section, the solutions to the single-particle Schrödinger’s equation are plane waves or Bloch states with the collective band index \( n \psi_{nk} \equiv \langle r | n \rangle \). Within a tight-binding model these eigenstates are now written in a basis of localized functions. One possible orthonormal basis set are the
so called Wannier functions \[ w_n(r - R) = \langle r | n R \rangle, \]
which can be derived from the Bloch states via a discrete Fourier transformation and vice versa

\[ w_n(r - R) = \frac{1}{\sqrt{N}} \sum_k \text{e}^{-i k \cdot R} \psi_{nk}, \]

\[ \psi_{nk} = \frac{1}{\sqrt{N}} \sum_R \text{e}^{i k \cdot R} w_n(r - R). \]

Here, \( N \) is the number of atoms within the crystal. Wannier functions are localized at the atom positions \( R \) and due to their orthonormality fulfill the condition:

\[ \langle n R | n' R' \rangle = \delta_{nn'} \delta_{RR'}. \]

The single-particle Hamiltonian in second quantization from Eq. (2.1.12) can be written in Wannier representation as

\[ H_0 = \sum_{RR'n} \langle n R | H_0 | n' R' \rangle c_{n R}^\dagger c_{n' R'} \equiv \sum_{RR'n} t_{RR'}^{n} c_{n R}^\dagger c_{n' R'} \]

with the so called hopping matrix elements \( t_{RR'}^{n} \), which are the probability amplitudes for an electron in band \( n \) to hop from the atom at position \( R \) to an atom at position \( R' \). For \( R = R' \) this matrix element is the on-site energy. The operator \( c_{n R}^\dagger \) annihilates (creates) an electron in band \( n \) at the atomic position \( R \). If the hopping matrix elements are known, the band structure \( \varepsilon_n(k) \) can be directly calculated and vice versa

\[ \varepsilon_n(k) = \frac{1}{N} \sum_{RR'} t_{RR'}^{n} \text{e}^{i k \cdot (R - R')} \]

\[ t_{RR'}^{n} = \frac{1}{N} \sum_k \varepsilon_n(k) \text{e}^{-i k \cdot (R - R')} . \]

So far this description only relied on the basis transformation from plane waves to a localized real space basis. In the tight-binding approximation we try to find good approximations to the (not known) Wannier functions. One especially demonstrative approach is the so called linear combination of atomic orbitals (LCAO) ansatz, which tries to find approximate eigenfunctions in the subspace of atomic orbitals. It uses the solution to the atomic Schrödinger’s equation, i.e., localized atomic orbitals \( \varphi_\alpha(r - R) \) as basis set. Here, \( \alpha \) is a collective orbital index which can absorb all relevant quantum numbers. This is based on the assumption, that electrons are tightly bound to the atom (thus the name) and move only slowly through the crystal.

\[ ^1 \text{It should be noted that the definition of the Wannier functions is not unique as the Bloch functions exhibit a gauge freedom. We will discuss this issue in Section 2.1.3.} \]
As atomic orbitals do not fulfill the Bloch theorem Eq. (2.1.10), suitable linear combinations have to be found. One possible combination is the Bloch sum
\[ \langle r | \chi_{\alpha k} \rangle = \chi_{\alpha k}(r) = \frac{1}{\sqrt{N}} \sum_{\text{R}} e^{ik \cdot \text{R}} \varphi_{\alpha}(r - \text{R}). \] (2.1.21)

This Bloch sum assumes that the orbitals are localized at a position of the Bravais lattice \( (\text{R} = \text{R}_j) \). For more than one atom within a unit cell, additional terms would occur. However, they would not alter the basic considerations of the LCAO ansatz, so due to reasons of simplicity we will consider only a single atom per unit cell here.

In general, Bloch sums are not orthonormal because of the non-orthonormal atomic orbitals. Thus they have a finite overlap [31]
\[ \langle \chi_{\alpha k} | \chi_{\alpha' k'} \rangle = \frac{1}{N} \sum_{\text{RR'}} e^{-ik \cdot \text{R}} e^{ik' \cdot \text{R'}} \int d^3r \varphi_{\alpha}^*(r - \text{R}) \varphi_{\alpha'}(r - \text{R'}). \] (2.1.22)

Nevertheless it is possible to orthogonalize atomic states with the Löwdin transformation without changing spatial symmetries [34]. As the exact form of the orbitals is not of importance in this work, we will use orthonormalized orbitals which have an atomic character in the following, i.e.: 
\[ \int d^3r \varphi_{\alpha}^*(r - \text{R}) \varphi_{\alpha'}(r - \text{R'}) = \delta_{\text{RR'}} \delta_{\alpha\alpha'}. \] (2.1.23)

The Bloch sums are in fact not eigenstates of the single-particle Hamiltonian but can be used as basis functions to construct Bloch functions
\[ |\psi_{nk}\rangle = \sum_{\lambda} c_{n\lambda}^n(k) |\chi_{\lambda k}\rangle \] (2.1.24)
\[ = \frac{1}{\sqrt{N}} \sum_{\text{R}} e^{ik \cdot \text{R}} \sum_{\lambda} c_{n\lambda}^n(k) \varphi_{\lambda}(r - \text{R}), \] (2.1.25)

where the expansion coefficients \( c_{n\alpha}^n \) are chosen such that the single-particle Schrödinger’s equation is solved. Now it becomes evident that we use linear combinations of atomic orbitals to construct a local Wannier basis for our Hamiltonian.

The matrix representation of the single-particle Schrödinger’s equation within this basis is
\[ \sum_{\alpha'} H_{\alpha\alpha'}(k)c_{\alpha'}^n(k) = E_{\alpha}^n(k)c_{\alpha}^n(k) \] (2.1.26)
with the tight-binding matrix

\[
H_{\alpha\alpha'}(k) = \frac{1}{N} \sum_{\mathbf{R}, \mathbf{R}'} e^{i k (\mathbf{R} - \mathbf{R}')} \langle \alpha \mathbf{R} | H_0 | \alpha' \mathbf{R}' \rangle.
\] (2.1.27)

Since the crystal is translational invariant we can set one vector to the origin \( \mathbf{R} = 0 \) and sum \( N \) times over all distance vectors resulting in a more convenient form of the tight-binding matrix

\[
H_{\alpha\alpha'}(k) = \sum_{\mathbf{R}} e^{i k \mathbf{R}} \langle 0, \alpha | H_0 | \mathbf{R}, \alpha' \rangle = \sum_{\mathbf{R}} e^{i k \mathbf{R}} t_{\alpha\alpha'}(\mathbf{R}).
\] (2.1.28)

The hopping matrix elements describe now the probability amplitude of an electron to hop from orbital \( \alpha \) to \( \alpha' \) in distance \( \mathbf{R} \).

The band structure can be calculated by diagonalizing the tight-binding matrix. Usually further approximations are applied when the tight-binding Hamilton matrix is set up. Often, the Bloch sums are restricted to a finite number of orbitals as well as the \( \mathbf{R} \) vectors are limited to a small number of neighbors. Most of the times only hopping between nearest and next nearest neighbors are considered due to the localized basis functions: the farther apart the electron hops, the smaller will be the probability amplitude. When the hopping matrix elements are determined three center integrals have to be calculated. They depend on three different positions: the positions of the orbitals \( \alpha, \alpha' \) and the position of the ionic potential. A frequently used approximation is the so called two-center-approximation [32], where every integral dependent on three pairwise distinct positions will be neglected due to the strong localization of orbitals. Moreover, in many cases the hopping matrix elements are not calculated but empirical parameters which can be fitted to experimental or ab-initio data. In this work we will use hopping matrix elements fitted to ab-initio data.

### 2.1.3. Maximally localized Wannier functions

In the previous section, we introduced Wannier functions as a local basis set to describe the electronic properties of a solid. In this chapter we want to show a different approach than the LCAO ansatz to calculate the Wannier functions. Most of the following derivations can be found in Ref. [35] and the presented procedure is implemented in the Wannier90 Code [36], which we use frequently in this work.

As shown in Eq. (2.1.16) the Wannier functions are the Fourier transformation of the Bloch functions \( |\psi_{nk}\rangle \). However, this definition is not unique as the Bloch states have a gauge freedom, i.e. a rotation with a phase factor like

\[
|\tilde{\psi}_{nk}\rangle = e^{i \phi_{nk}(k)} |\psi_{kn}\rangle \quad (2.1.29)
\]
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does not change the physical properties as long as \( \varphi_n(\mathbf{k}) \) is a real function and periodic in \( \mathbf{k} \)-space. For \( J \) bands the rotation from Eq. (2.1.29) can be generalized with a \( J \) dimensional unitary matrix \( U_{nm}^k \) which is periodic in \( \mathbf{k} \) to:

\[
|\tilde{\psi}_{nk}\rangle = \sum_{m=1}^{J} U_{mn}^{k} |\psi_{mk}\rangle. \tag{2.1.30}
\]

This leads to a gauge freedom in the construction of Wannier functions

\[
|\mathbf{R}n\rangle = \frac{V}{(2\pi)^3} \int_{BZ} d^3k e^{-i\mathbf{k} \cdot \mathbf{R}} \sum_{m=1}^{J} U_{mn}^{k} |\psi_{mk}\rangle. \tag{2.1.31}
\]

The choice of Wannier functions is thus arbitrary. Marzari and Vanderbilt [37] suggested to choose \( U_{nm}^{k} \) such that the real space spread of the resulting function is minimal yielding \textit{maximally localized} Wannier functions (MLWF). Selecting a specific type of Wannier function will automatically determine the Bloch functions \( |\tilde{\psi}_{nk}\rangle \) by fixing the gauge. For this reason MLWF lead to maximally smooth states in reciprocal space.

For maximal localization, we define a localization functional

\[
\Omega = \sum_{n=1}^{J} \left[ \langle 0n|\mathbf{r}^2|0n\rangle - \langle 0n|\mathbf{r}|0n\rangle^2 \right] = \sum_{n=1}^{J} f \left[ \langle \mathbf{r}^2 \rangle_n - \mathbf{r}^2_n \right], \tag{2.1.32}
\]

which measures the sum of quadratic spreads of the the \( J \) Wannier functions. Then, \( \Omega \) is a localization criterion and has to be minimized to find an optimal \( U_{nm}^{k} \).

\( \Omega \) can be decomposed into a gauge-invariant and gauge-dependent part

\[
\Omega = \Omega_I + \tilde{\Omega}, \tag{2.1.33}
\]

with

\[
\Omega_I = \sum_{n} \left[ \langle 0n|\mathbf{r}^2|0n\rangle - \sum_{\mathbf{R}m} |\langle \mathbf{R}m|\mathbf{r}|0n\rangle|^2 \right] \quad \text{and} \quad \tilde{\Omega} = \sum_{n} \sum_{\mathbf{R}m \neq 0n} |\langle \mathbf{R}m|\mathbf{r}|0n\rangle|^2. \tag{2.1.34}
\]

The gauge invariant part \( \Omega_I \) is invariant under any arbitrary unitary transformation [35, 37] of Bloch states, so the task of minimizing \( \Omega \) is reduced to minimizing only the gauge-dependent part \( \tilde{\Omega} \).

Since eventually the minimization procedure will be carried out in momentum space, a \( \mathbf{k} \)-space representation of \( \Omega \) is needed. We will not discuss the details of the
derivations, which can be found in Ref. [35], but only give the results. The gauge
invariant part can be written as

\[ \Omega_I = \frac{1}{N} \sum_{k,b} \left( w_b (J - \sum_{mn} |M_{mn}^{(k,b)}|^2) \right), \tag{2.1.35} \]

where \(N\) is the number of \(k\) points, \(b\) the connection vector between neighboring \(k\) vectors and \(w_b\) a weighting factor. The matrix

\[ M_{mn}^{(k,b)} = \langle u_{mnk} | u_{nbk+b} \rangle \tag{2.1.36} \]

is the overlap between Bloch orbitals \(u_{nk}(r) = \sqrt{N} e^{-ik \cdot r} \psi_{nk}(r)\) at neighboring \(k\) points and can be derived from electronic structure calculations. The gauge dependent part is reformulated to

\[ \tilde{\Omega} = \frac{1}{N} \sum_{kb} w_b \sum_{m \neq n} |M_{mn}^{(k,b)}|^2 + \frac{1}{N} \sum_{k,b} w_b \sum_{n} (-\text{Im} \ln M_{mn}^{(k,b)} - b \cdot \bar{r}_n)^2 \tag{2.1.37} \]

with

\[ \bar{r}_n = -\frac{1}{N} \sum_{k,b} w_b b \text{Im} \ln M_{mn}^{(k,b)}. \tag{2.1.38} \]

As the localization is expressed in terms of \(M_{mn}^{(k,b)}\), which are dependent on the gauge factor \(U_{nm}\), these overlap matrix elements play a central role in the formalism. For \(J\) bands, the minimization process is now reduced to numerically minimizing \(\tilde{\Omega}\) and find an optimal \(U_{nm}\) with the help of \(M_{mn}^{(k,b)}\). Often this is done by using a steepest decent or a conjugate gradient algorithm. For further details on the computational algorithms see Ref. [37].

The minimization of \(\tilde{\Omega}\) can only be carried out for \(J\) isolated Bloch bands. Unfortunately, in many cases the bands of interest within a certain energy window overlap and hybridize with bands from outside of the window. The bands are entangled. Hence, before the minimization of \(\tilde{\Omega}\), the Bloch states have to be disentangled. In the following we want to briefly outline the disentanglement method by Souza et al. For further details on the procedure the reader is referenced to Ref. [38].

For the disentanglement an energy window which includes the \(J\) bands of interest is chosen. At each \(k\)-point there are \(J_k \geq J\) bands within the energy window resulting in a \(J_k\)-dimensional Hilbert space \(\mathcal{F}(k)\) spanned by the Bloch orbitals \(u_{nk}\) belonging to the bands within the energy window. At some \(k\) points, there will be exactly the number of target states \(J_k = J\), then nothing has to be done. For \(J_k > J\) an optimal \(J\)-dimensional subspace \(S(k) \subseteq \mathcal{F}(k)\) has to be found where \(S(k)\) should
be optimally smooth. This means the difference between neighboring subspaces $S(k)$ and $S(k + b)$ should be as small as possible which will be true if $\Omega_I$ is minimal.

As it can be seen from Eq. (2.1.35) $\Omega_I$ is small whenever $M_{mn}^{(k,b)}$ is large, i.e., whenever the overlap between states at neighboring $k$ points is large. This becomes even more evident when $\Omega_I$ is rewritten with the projector $\hat{P}_k = \sum_n |u_{nk}\rangle \langle u_{nk}|$ onto $S(k)$ and the complement $\hat{Q}_k = 1 - \hat{P}_k$:

$$\Omega_I = \text{tr}[\hat{P}_k \hat{Q}_{k+b}]. \quad (2.1.39)$$

The product of $\hat{P}_k \hat{Q}_{k+b}$ will be zero if $\hat{P}_k = \hat{P}_{k+b}$, which means that the subspaces $S(k)$ and $S(k + b)$ are the same. Thus, $\Omega_I$ indeed measures how strong neighboring subspaces differ. Hence, a minimal $\Omega_I$ means minimal mismatch between neighboring subspaces resulting in smooth changes between subspaces. Additionally, we can see in Eq. (2.1.39) that $\Omega_I$ is really gauge invariant as any unitary transformation $U_{nm}^k$ acting on the Bloch orbitals $u_{nk}$ will not change the projectors. Consequently to find optimal subspaces $\Omega_I$ has to be minimized. Then, with a new set of disentangled Bloch states $\hat{\Omega}$ can be minimized for a maximal localization of the Wannier functions as described above.

By introducing the disentanglement scheme further constraints can be included. For example often we want to exactly reproduce the eigenenergies of the Bloch states within a certain energy window which is part of the outer disentanglement window. For that, a ”frozen” energy window can be introduced in which certain states are fixed.

For the minimization process of $\Omega_I$ an initial guess for the subspace is needed. Therefore, we can use $N$ localized trial functions $g_{\alpha}(r)$ as for example Gaussian functions or hydrogen orbitals localized at the site of the Wannier functions. On $g_{\alpha}(r)$ the $J^k$ Bloch states are projected

$$|\Phi^{\text{proj}}_{\alpha k}\rangle = \sum_{m=1}^{J_k} A_{m\alpha} |\psi_{mk}\rangle \quad (2.1.40)$$

using the projection matrix

$$A_{m\alpha} = \langle \psi_{mk}|g_{\alpha}\rangle \quad (2.1.41)$$

which can be calculated in advance from ab-initio calculations. With the Löwdin transformation [34] these projected states are orthogonalized

$$|\Phi^{\text{orth}}_{\beta k}\rangle = \sum_{\alpha=1}^N |\Phi^{\text{proj}}_{\alpha k}\rangle (S^{-1/2}_k)_{\alpha\beta} \quad (2.1.42)$$
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with $(S_k)_{\alpha\beta} = \langle \Phi_{\alpha k}^{\text{proj}} | \Phi_{\beta k}^{\text{proj}} \rangle = (A_k^\dagger A_k)_{\alpha\beta}$. The state $|\Phi_{\beta k}^{\text{orth}}\rangle$ is the starting point of the minimization of $\Omega_I$.

Throughout this work we use the Wannier90 code [36] to derive tight-binding models based on ab-initio calculations. We utilize these models to calculate the band structures of GW calculations, which we will introduce in Section 2.4.3, on a fine k-grid or as starting point for further investigations on the material of interest. We do not perform the maximal localization step but use only the disentanglement procedure to keep the symmetry of the trial orbitals for our tight-binding models.

2.2. Density Functional Theory

In this section Density Functional Theory (DFT) is introduced, an approach to find solutions to the interacting many-body problem from Eq. (2.1.6) within the Born-Oppenheimer approximation. The chapter closely follows the book by Martin[24] and is complemented by the lecture notes from Blöchl[39].

The main idea of DFT is that any property of a system of interacting particles can be viewed as a functional of the ground state density. In other words, a scalar function can determine all information of the many-body wave function. The original idea was proposed by Thomas [40] and Fermi [41] in 1927. The modern formulation was developed forty years later by Hohenberg, Kohn and Sham in 1964 [42] and 1965 [43] leading to a Nobel prize in chemistry for W. Kohn in 1998. With the ansatz by Kohn and Sham it is possible to approximate the ground state of a many-body system by solving effective single-particle equations. Therefore, they introduced an auxiliary system of independent particles casting all many-body effects in an unknown exchange-correlation functional. The used approximative functionals work surprisingly well for a large variety of materials and with increasing computational power even large scaled systems became accessible. This has lead to a huge success of DFT in the description of the ground state of (weakly correlated) electrons in solid states. Still, it is not suitable to treat all systems. Especially strongly correlated electrons are not described well.

In the following the main ideas of DFT will be outlined and a short introduction to the exchange-correlation potentials and pseudopotentials used in this thesis are given. Throughout this work, for DFT calculations we employ the Vienna Ab initio Simulation Package (VASP) [44–47].
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2.2.1. Hohenberg and Kohn Theorems

In DFT, the many-body Hamiltonian under consideration for interacting electrons in Born-Oppenheimer approximation is written in a generalized form:

\[ H = -\frac{\hbar^2}{2m_e} \sum_i \nabla_i^2 + \sum_i v_{\text{ext}}(\mathbf{r}_i) + \frac{1}{2} \sum_{i\neq j} \frac{e^2}{|\mathbf{r}_i - \mathbf{r}_j|} \] (2.2.1)

in which the external potential \( V_{\text{ext}}(\mathbf{r}) = \sum_i v_{\text{ext}}(\mathbf{r}) \) includes not only the interaction between electron and fixed nuclei as in Eq. (2.1.6) but can also describe external fields.

Density Functional Theory is based on the idea to use the ground state density \( n_0(\mathbf{r}) = \int \cdots \int d^3r_1 \cdots d^3r_{N_e} n(\mathbf{r}) \Psi^*(\mathbf{r}_1, \ldots, \mathbf{r}_{N_e}) \sum_{i=1}^{N_e} \delta(\mathbf{r} - \mathbf{r}_i) \Psi(\mathbf{r}_1, \ldots, \mathbf{r}_{N_e}) \) (2.2.2) as basic variable for a many-body system instead of the many-body wave function \( \Psi(\mathbf{r}) \), i.e. all properties of the system can be considered to be unique functionals of the ground state density. This has the advantage that the ground state density is just a scalar function of the position \( \mathbf{r} \) whereas the many-body wave function is a linear combination of Slater determinants and depends on all electronic positions \( \mathbf{r} \).

That this is indeed the case was shown by Hohenberg and Kohn with their famous Hohenberg and Kohn Theorems, which are the base of modern DFT formulations. They apply to all many-body electrons described by the Hamiltonian (2.2.1) in an external potential \( V_{\text{ext}} \). As these theorems are essential to the understanding of DFT we will also show their proofs in the following.

**Theorem 1** For any system of interacting particles in an external potential \( V_{\text{ext}} \), the external potential is determined uniquely by the ground state density \( n_0(\mathbf{r}) \).

To prove this theorem, we make use of the definition of the electron density operator \( n(\mathbf{r}) = \sum_{i=1}^{N_e} \delta(\mathbf{r} - \mathbf{r}_i) \) to describe the external potential

\[ V_{\text{ext}} = \int d^3r n(\mathbf{r}) v_{\text{ext}}(\mathbf{r}) = \int d^3r \sum_{i=1}^{N_e} \delta(\mathbf{r} - \mathbf{r}_i) v_{\text{ext}}(\mathbf{r}) = \sum_{i=1}^{N_e} v_{\text{ext}}(\mathbf{r}_i). \] (2.2.3)

Now, suppose we have two different external potentials \( V_{\text{ext}}^{(1)} \neq V_{\text{ext}}^{(2)} \) (which differ by more than a constant) with the same ground state density \( n_0(\mathbf{r}) \). These two potentials belong to different Hamiltonians \( H^{(1)} \neq H^{(2)} \) with different ground state wave functions \( \Psi^{(1)} \) and \( \Psi^{(2)} \). Both wave functions are assumed to have the same...
ground state density. As $\Psi^{(2)}$ is not the ground state of $H^{(1)}$ and vice versa it follows from Ritz variational principle:

\[
\langle \Psi^{(1)} \mid H^{(1)} \mid \Psi^{(1)} \rangle = E_1 < \langle \Psi^{(2)} \mid H^{(1)} \mid \Psi^{(2)} \rangle \\
\langle \Psi^{(2)} \mid H^{(2)} \mid \Psi^{(2)} \rangle = E_2 < \langle \Psi^{(1)} \mid H^{(2)} \mid \Psi^{(1)} \rangle .
\] (2.2.4)

We can use Eq. (2.2.1) and Eq. (2.2.3) to write the expectation values as

\[
\langle \Psi^{(2)} \mid H^{(1)} \mid \Psi^{(2)} \rangle = \langle \Psi^{(2)} \mid H^{(2)} \mid \Psi^{(2)} \rangle + \langle \Psi^{(2)} \mid H^{(1)} - H^{(2)} \mid \Psi^{(2)} \rangle \\
= E_2 + \int d^3r \left[ v_{\text{ext}}^{(1)}(r) - v_{\text{ext}}^{(2)}(r) \right] n_0(r) \quad (2.2.5)
\]

\[
\langle \Psi^{(1)} \mid H^{(2)} \mid \Psi^{(1)} \rangle = \langle \Psi^{(1)} \mid H^{(1)} \mid \Psi^{(1)} \rangle + \langle \Psi^{(1)} \mid H^{(2)} - H^{(1)} \mid \Psi^{(1)} \rangle \\
= E_1 + \int d^3r \left[ v_{\text{ext}}^{(2)}(r) - v_{\text{ext}}^{(1)}(r) \right] n_0(r). \quad (2.2.6)
\]

This can be used to reformulate the inequalities from Eq. (2.2.4) as

\[
E^{(1)} < E^{(2)} + \int d^3r \left[ v_{\text{ext}}^{(1)}(r) - v_{\text{ext}}^{(2)}(r) \right] n_0(r) \quad (2.2.7)
\]

\[
E^{(2)} < E^{(1)} + \int d^3r \left[ v_{\text{ext}}^{(2)}(r) - v_{\text{ext}}^{(1)}(r) \right] n_0(r) \quad (2.2.8)
\]

and add both equation

\[
E_1 + E_2 < E_1 + E_2 \quad (2.2.9)
\]

resulting in a contradictory inequality. Hence, there cannot be two different external potentials differing by more than a constant with the same ground state density meaning $n_0(r)$ uniquely defines $V_{\text{ext}}(r)$ and thus the complete Hamiltonian. Consequently $n_0$ not only determines the external potential but all material properties of the system.

**Theorem 2** There exists a functional $E[n(r)]$ of the charge density $n(r)$ which is minimized by the ground state density $n_0(r)$.

Since all properties of the system are uniquely defined by $n(r)$, every property can be viewed as functional of $n(r)$, e.g. the energy functional:

\[
E_{\text{HK}}[n(r)] = T[n(r)] + V_{\text{ee}}[n(r)] + \int d^3r v_{\text{ext}}(r)n(r) \quad (2.2.10)
\]

where we define a universal, i.e. the same for all electron systems, functional $F_{\text{HK}}$. It includes the electron kinetics $T[n(r)]$ and the electron-electron interaction $V_{\text{ee}}[n(r)]$.
and shall solely depend on the charge density. We now consider a system with the
ground state density \( n_0(\mathbf{r}) \), which is directly linked to the ground state wave function
\( \Psi \) belonging to \( H \). Then the functional (2.2.10) is equal to the expectation value of
the Hamiltonian \( H \) in the ground state
\[
E_0 = E_{HK}[n_0(\mathbf{r})] = \langle \Psi | H | \Psi \rangle .
\] (2.2.11)

According to the first Theorem, a different density \( n_0^{(1)}(\mathbf{r}) \) must correspond to a
different wave function \( \Psi^{(1)} \) and thus it follows:
\[
E_0 = \langle \Psi | H | \Psi \rangle < \langle \Psi^{(1)} | H | \Psi^{(1)} \rangle
\] (2.2.12)
which leads directly to
\[
E_{HK}[n_0(\mathbf{r})] < E_{HK}[n_0^{(1)}(\mathbf{r})].
\] (2.2.13)

As a result the functional \( E_{HK} \) is minimized by the ground state density \( n_0(\mathbf{r}) \). If
\( F_{HK} \) was known minimizing the total energy of a system with respect to \( n_0(\mathbf{r}) \) would
be sufficient to find the exact ground state density and energy. So far there are no
analytic expressions of \( F_{HK} \) known for interacting electrons, hence approximations are
needed. The very first approximation was introduced by Thomas [40] and Fermi [41]
forty years before Hohenberg and Kohn proofed their theorems. They assumed the
kinetic energy to be a functional of the local density of a non-interacting electron gas
including only Hartree energies and with that neglecting exchange effects. However,
the involved approximations were too crude to reliably describe solid states.

Nowadays, the minimization of Eq. (2.2.10) is done by using an auxiliary single-
particle system introduced by Kohn and Sham. We will present this approach and
more suitable approximations to the involved functionals in the following sections.

### 2.2.2. Kohn-Sham equations

The idea of Kohn and Sham [43] replaces the interacting system with an auxiliary
single-particle system which is easier to solve. In their ansatz they assume that the
ground state density of the interacting system is equal to the density of an effective
non-interacting system. Then solving this independent particle equation with all
difficult many-body terms incorporated in an exchange-correlation functional would
automatically also solve the many-body problem.

The reformulated Hamiltonian has the form
\[
H_{KS} = -\frac{\hbar^2}{2m_e} \nabla^2 + v_{KS}
\] (2.2.14)
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with the effective Kohn-Sham potential \( v_{KS} \) which has to be constructed in a way that the resulting ground state density of \( H_{KS} \) equals the ground state density of the many-body problem. The density of the auxiliary system

\[
n(r) = \sum_{i}^{N_e} |\psi_i(r)|^2 \tag{2.2.15}
\]

is defined by the Kohn-Sham orbitals \( \psi_i(r) \), the single-particle wave functions of the auxiliary system. The non-interacting form of the Hohenberg-Kohn functional from Eq. (2.2.10) can be written as

\[
E_{KS}[n(r)] = T_S[n(r)] + \int d^3 r v_{ext} n(r) + E_{Hartree}[n(r)] + E_{XC}[n(r)]. \tag{2.2.16}
\]

Here, we use the kinetic energy of the independent particle

\[
T_S[n(r)] = -\frac{\hbar^2}{2m_e} \sum_{i=1}^{N_e} \int d^3 r |\nabla \psi_i|^2 \tag{2.2.17}
\]

and the (classical) Hartree energy functional

\[
E_{Hartree}[n(r)] = \frac{1}{2} \int d^3 r d^3 r' \frac{n(r)n(r')}{|r-r'|} \tag{2.2.18}
\]

The exchange-correlation potential includes all many-body interaction, thus all exchange and correlation energies. Because the density of the auxiliary system should be equal to the true ground state density, we can compare Eq. (2.2.10) and Eq. (2.2.16) and find

\[
E_{XC}[n(r)] = F_{HK}[n(r)] - (T_S[n(r)] + E_{Hartree}[n(r)])
= \langle T \rangle - T_S[n(r)] + \langle V_{ee} \rangle - E_{Hartree}[n(r)]. \tag{2.2.19}
\]

The expectation values in \( E_{XC} \) describe the full kinetic and interaction energies, thus have to be evaluated with the many-body wave function. The exchange-correlation potential is the difference between the kinetic and electron-electron interaction energies of the many-body system and the energies from the independent particle system. If the exchange-correlation functional was known, the exact many-body ground state could be found by solving the independent particle system. But as this is not possible, approximations to the exchange-correlation functional have to be found (see Section 2.2.3).

To find the ground state density \( n_0(r) \) we have to minimize Eq. (2.2.16) with respect to the density \( n(r) \) under the constraint of constant particle number \( N_e \).
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Equivalently we can minimize it with respect to $\psi_i$ (c.f. Eq. (2.2.15)) under the constraint of normalized wave functions $\langle \psi_i | \psi_j \rangle = \delta_{ij}$:

$$
\delta \psi^*_i(r) \left\{ E_{KS}[n(r)] - \sum_j \varepsilon_j \left( \int d^3r |\psi_j|^2 - 1 \right) \right\} = 0. \quad (2.2.20)
$$

With $\delta \psi^*_i(r) \cdots = \frac{\delta}{\delta \psi^*_i(r)}$ we describe the functional derivative with respect to $\psi^*_i(r)$ and $\varepsilon_j$ are Lagrangian multipliers. The functional derivative of the Kohn-Sham functional can be evaluated with the chain rule

$$
\frac{\delta E_{KS}}{\delta \psi^*_i(r)} = \frac{\delta T_S}{\delta \psi^*_i(r)} + \left[ \frac{\delta E_{\text{ext}}}{\delta n(r)} + \frac{\delta E_{\text{Hartree}}}{\delta n(r)} + \frac{\delta E_{\text{XC}}}{\delta n(r)} \right] \frac{\delta n(r)}{\delta \psi^*_i(r)} \quad (2.2.21)
$$

using

$$
\frac{\delta T_S}{\delta \psi^*_i(r)} \quad (2.2.17) = -\frac{\hbar^2}{2m_e} \nabla^2 \psi_i(r) \quad \text{and} \quad \frac{\delta n(r)}{\delta \psi^*_i(r)} \quad (2.2.15) = \psi_i(r). \quad (2.2.22)
$$

The derivative of the constraints results in

$$
\delta \psi^*_i(r) \sum_j \varepsilon_j \left( \int d^3r |\psi_j|^2 - 1 \right) = \varepsilon_i \psi_i(r). \quad (2.2.23)
$$

Altogether this yields a single-particle Schrödinger equation also known as Kohn-Sham equation

$$
\left[ -\frac{\hbar^2}{2m_e} \nabla^2 + v_{KS} - \varepsilon_i \right] \psi_i(r) = [H_{KS} - \varepsilon_i] \psi_i(r) = 0 \quad (2.2.24)
$$

with the single-particle Kohn-Sham energies $\varepsilon_i$ and the Kohn-Sham potential

$$
v_{KS}(r) = \frac{\delta E_{\text{ext}}}{\delta n(r)} + \frac{\delta E_{\text{Hartree}}}{\delta n(r)} + \frac{\delta E_{\text{XC}}}{\delta n(r)}
= v_{\text{ext}}(r) + v_{\text{Hartree}}(r) + v_{\text{XC}}(r). \quad (2.2.25)
$$

In Eq. (2.2.25) $v_{\text{Hartree}}$ and $v_{\text{ext}}$ are known, whereas for the exchange-correlation potential $v_{\text{XC}}$ approximations have to be found, which will be discussed in the following section.

The Kohn-Sham equation (2.2.24) is an independent particle equation which has to be solved self-consistently to find the ground state density as shown in Fig. 2.2.1. We start with a trial wave function respectively a trial ground state density. With that the Kohn-Sham potential from Eq. (2.2.25) can be derived and the solutions to the Kohn-Sham equation from Eq. (2.2.24) are found. From the resulting wave
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2.2.1. Calculate Kohn-Sham potential
\[ v_{KS}(r) = v_{ext}(r) + v_{Hartree}(r) + v_{XC}(r) \]

2.2.2. Solve Kohn-Sham equation
\[ \left[ -\frac{\hbar^2}{2m}\Delta + v_{KS} \right] \psi_i(r) = \varepsilon_i \psi_i(r) \]

2.2.3. Calculate density
\[ n_{out}(r) = \sum_i^{N_e} |\psi_i(r)|^2 \]

2.2.4. Test convergence
\[ n_{out}(r) \overset{?}{=} n_{in}(r) \]

Figure 2.2.1.
Self-consistency cycle for the solution of the Kohn-Sham equations. Starting from trial wave functions respectively a trial ground state density, the Kohn-Sham potential is calculated. The solutions to the Kohn-Sham equations are used to calculate a new ground state density which can be compared to the trial density. This is repeated until self-consistency is reached.

functions a new density is generated and compared with the trial density. This is repeated until the self-consistency cycle converges.

2.2.3. Exchange-correlation potential

The exact form of the exchange-correlation potential \( v_{XC} \) is not known, but it is often approximated as a local or nearly local functional of the density

\[ E_{XC}[n(r)] = \int d^3r n(r) \varepsilon_{XC}[n(r)] \]  \hspace{1cm} (2.2.26)

where \( \varepsilon_{XC} \) describes the energy per electron at \( r \) only depending on the density \( n(r) \) in proximity of \( r \).

The wildly used Local Density Approximation (LDA) is a quite simple but surprisingly well working approximation. It assumes a completely local exchange-correlation potential from the homogeneous electron gas as:

\[ E_{xc}^{LDA}[n(r)] = \int d^3r n(r) \varepsilon_{hom}^{XC}[n(r)]. \]  \hspace{1cm} (2.2.27)
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The exchange-correlation energy $\varepsilon_{XC}^{\text{hom}}$ can be divided in the exchange $\varepsilon_{X}^{\text{hom}}$ and correlation part $\varepsilon_{C}^{\text{hom}}$. While the correlation part is not easy to derive, the exchange part is known analytically from the homogeneous electron gas:

$$\varepsilon_{X}^{\text{hom}} = -\frac{3e^2}{4\pi} \left( 3\pi^2 n(r) \right)^{1/3}.$$  \hspace{1cm} (2.2.28)

For $\varepsilon_{C}^{\text{hom}}$ several interpolated expressions [48–50] are used throughout the literature, which are fitted to quantum Monte Carlo calculations of the spin-unpolarized electron gas [51].

In some situations experimental data cannot be reproduced within the LDA. Especially for chemical applications it can hardly be used due to overestimation of bond energies in molecules. To take care of the large variations of the density in real materials, the generalized gradient approximation (GGA) was developed. Within the GGA the exchange-correlation potential is not only dependent on the local density but also on its gradient

$$E_{XC}^{\text{GGA}}[n(r)] = \int d^3r n(r) \varepsilon_{XC}^{\text{hom}}[n(r), \nabla n(r)].$$  \hspace{1cm} (2.2.29)

Within this approximation numerous formulations of $E_{XC}$ have been proposed (e.g. PW91 [52], B88 [53] or LYP [54] to name just a few). In this work we always use the functional of Perdew-Burke-Enzerhof (PBE) [55].

In materials, where electrons tend to be localized and strongly interacting (as for example in transition metal oxides or rare earth elements), LDA and GGA are not capable to reproduce experimental findings. All systems which exhibit (strong) correlations phenomena need different approaches to describe the electrons for example LDA+U [56, 57] or dynamical mean field theory (DMFT)[58].

In LDA and GGA the band gap is usually underestimated [59]. Hence the formulation of in particular non-local exchange-correlation functionals is still an active area of research. Especially in the chemistry community hybrid functionals are used because, depending on the system, they describe binding energies, band gaps and reaction energies more accurately [60–62]. These functionals incorporate some of the exact exchange from Hartree-Fock theory combined with other exchange-correlation functionals from for example LDA or GGA. However, they are computationally much more expensive and choosing a suitable potential can be a difficult task.

2.2.4. Plane wave basis and Pseudopotentials

To solve the Kohn-Sham equation (2.2.24) in practice, the problem is written in a single-particle basis to get a matrix representation of $H_{KS}$. Then, diagonalizing this matrix gives the eigenenergies $\varepsilon_i$ and the eigenstates $\psi_i(r)$ in the chosen basis.
Due to the translational invariance in solids, plane waves $\chi_k(r)$ are often used as a possible basis set. The plane wave expansion of the eigenstates yields

$$\psi_i^k(r) = \sum_m c_{i,k+G_m} \chi_{k+G_m}(r) = \frac{1}{\sqrt{\Omega}} \sum_m c_{i,k+G_m} e^{i(k+G_m) \cdot r}$$  \hspace{1cm} (2.2.30)

with the reciprocal lattices vectors $G_m$, the crystal volume $\Omega$ and the expansion coefficients $c_{i,k+G_m}$ of the wave function. With that the Kohn-Sham equation (2.2.24) becomes a matrix equation

$$\sum_{m'} H_{m,m'}(k) c_{i,m'}(k) = \varepsilon_i(k) c_{i,m}(k)$$  \hspace{1cm} (2.2.31)

with the Hamilton matrix

$$H_{m,m'}(k) = \frac{\hbar^2}{2m_e} |k + G_m|^2 \delta_{m,m'} + v_{KS}(G_m - G_{m'}).$$  \hspace{1cm} (2.2.32)

In theory the sum over $m$ has to be infinite, but is in practice truncated by an energy cutoff

$$\frac{\hbar^2}{2m_e} |k + G_m|^2 < E_{\text{cut}}.$$  \hspace{1cm} (2.2.33)

The computational effort is thus directly linked to the number of involved basis functions. The basis set should on the one hand be able to describe the wave functions near the nuclei, where they show strong oscillations and on the other hand describe the rather smooth area in the bonding regions between the atoms. However, for the description of the strong oscillations near the nuclei a larger number of basis functions is needed for the plane wave expansion resulting in a large computational effort. To reduce the needed computational power mainly two strategies are used: augmented plane waves (APW) or pseudopotentials (PP).

In the augmented wave methods, which have been introduced 1937 by Slater [63], the space is divided into atom-centered spheres (augmentation spheres) and interstitial regions between the atoms (comparable to a muffin-tin). In the region between the atoms, the smoothly varying parts of the wave functions are represented by so called envelope functions, which are plane waves or other smooth functions. Within the augmentation sphere atom-like functions, e.g. spherical harmonics times radial functions, are utilized as basis functions. The partial solutions of both regions are then matched at the interface to compose the complete basis functions.

The method of pseudopotentials is based on the orthogonalized plane wave method by Herring [64] and was further developed by Philipps [65] and Antončík [66]. The main idea is to remove the oscillating structure of the wave function around the core. Therefore, the strong Coulomb potential of the nucleus and the effects of the bound
core electrons are replaced by an effective potential which results in nodeless wave functions around the nuclei while the wave functions outside this region are completely reproduced. With that the valence electrons can be treated with a reasonable amount of plane waves. One further advantage is, that core electrons can also be included in the PP. As a result the number of treated electrons in DFT can be even more reduced. This is possible, when the material properties depend only slightly on the core electrons and are primarily described by the valence electrons which is the case for a wide range of solids.

The PP can be constructed with an all-electron DFT calculation for a spherical atom yielding atomic potentials and wave functions $\Phi_l(r)$. To describe the valence electrons, so called pseudo wave functions $\tilde{\Phi}_l(r)$ are generated, which are nodeless within the core region and the same as $\Phi_l(r)$ anywhere else. To be transferable, i.e. the PP constructed for single atoms can also describe molecules and solids, $\tilde{\Phi}_l(r)$ should have the same norm as $\Phi_l(r)$, thus they should be norm-conserving [24, 67, 68]. From the pseudo wave functions $\tilde{\Phi}_l(r)$ the effective pseudopotential can be derived [39]. There are many PP constructed and studied in detail by for example Haman, Schlüter and Chiang [67], Kerker [69] or Troullier and Martins [70] to name just a few.

In order to be numerically reasonable, PP should not only be transferable but also smooth in the sense, that the number of expansion components needed is minimal. Transferability usually needs a small radius of the core region while smooth functions need a larger radius. Norm-conserving PP have quite accurate results but often have to sacrifice the smoothness of the function. Especially when valence states at the beginning of an atomic shell (1s, 2p, 3d, etc.) are treated, norm-conserving PP are difficult to find.

A different approach to overcome this problem was introduced by Vanderbilt [71, 72] with the so called ultrasoft PP where he generalized the PP method to non norm-conserving pseudopotentials leading to accurate and smooth pseudo wave functions.

Another way to deal with the oscillations in the core region introduced by Blöchl [73] is the projector augmented waves (PAW) method which combines ideas from the augmented wave method and pseudopotential approach. Using local projectors within an augmentation sphere, the full all-electron wave function is mapped onto smooth, numerically convenient pseudo wave functions. Outside of the sphere, the pseudo wave function coincides with the true wave function. Thus, all involved evaluations of integrals can be carried out as a combination of integrals of smooth functions and localized contributions within an augmentation sphere. If a suitable projection is found, the pseudo wave functions can be expanded in a basis like plane waves. All physical properties can be evaluated after the reconstruction of the true wave functions.

In this work the DFT calculations were performed using the PAW formalism as it was implemented in VASP [47].
2.3. Coulomb interaction and screening

For interacting many-body systems like solids a good description of the electron-electron interaction is essential. In a full microscopic description of Eq. (2.1.4) considering all charges, the use of the bare Coulomb interaction between two electrons at \( r \) and \( r' \)

\[
U = \frac{e^2}{|r - r'|} \quad (2.3.1)
\]

or in q-space for two and three dimensions

\[
U^{3D} = \frac{4\pi e^2}{q^2} \quad \text{and} \quad U^{2D} = \frac{2\pi e^2}{q} \quad (2.3.2)
\]

would lead to correct many-body eigenvalues and eigenstates.

As already discussed before, a full description using the Hamiltonian (2.1.4) is not possible. However, screened Coulomb interactions offer an efficient way to tackle this problem in principle exactly (see e.g. Hedin’s equations in Section 2.4.2) or in approximative theories. This means one electron only feels a reduced Coulomb potential of a second electron due to the presence of other charges (e.g. electrons, nuclei or even external fields). In the following chapters we will shortly recapitulate some basic definitions from classical electrodynamics and then introduce methods to derive the microscopic dielectric function within the random-phase approximation and constrained random-phase approximation. This chapter follows the Refs. [23, 26, 74].

2.3.1. Screening in classical electrodynamics

In this chapter we want to give the most important equations for the understanding of screening and the dielectric function. For a complete introduction and overview the interested reader is referred to Refs. [75–77] and the references therein or other textbooks on electrodynamics.

We define the charge density \( g(r) \), which is directly connected to the particle density \( n(r) \) via the elementary charge \( e \), and the electrostatic potential \( \Phi(r) \):

\[
g(r) = en(r) \quad (2.3.3)
\]

\[
\Phi(r) = \int d^3r' \frac{g(r')}{|r - r'|} \quad (2.3.4)
\]
2. Theory and Methods

The Coulomb interaction is the potential energy of the electron and can be written as

\[ V(r) = e\Phi(r). \tag{2.3.5} \]

The Maxwell equation for constant magnetic fields (\( \dot{B} = 0 \)) shows that the charge \( \varrho(r) \) is the source of the electric field \( E = -\nabla \Phi \) yielding

\[ \nabla \cdot E(r) = \frac{1}{\varepsilon_0} \varrho(q), \tag{2.3.6} \]

where \( \varepsilon_0 \) is the vacuum permittivity. This leads to the Poisson equation in real space respectively in Fourier space:

\[ \Delta \Phi(r) = -\frac{1}{\varepsilon_0} \varrho(r) \quad \text{and} \quad \Phi(q) = \frac{1}{\varepsilon_0 q^2} \varrho(r). \tag{2.3.7} \]

The Maxwell equation (2.3.6) is only valid in vacuum, i.e. there are no other charges than \( \varrho \). In presence of a material or dielectric, the free or external charge \( \varrho^{\text{ext}} \) will influence the material and induce a charge \( \varrho^{\text{ind}} \). The complete charge associated with the electric field is then \( \varrho = \varrho^{\text{ext}} + \varrho^{\text{ind}} \) yielding

\[ \nabla \cdot E(r) = \frac{1}{\varepsilon_0} \left[ \varrho^{\text{ext}}(r) + \varrho^{\text{ind}}(r) \right]. \tag{2.3.8} \]

For an easier description, the dielectric displacement \( D(r) \) is introduced

\[ D(r) = \varepsilon_0 E(r) + P(r) \tag{2.3.9} \]

in which the polarization \( P \) resulting from the induced dipoles due to the external charges is taken into account. The Maxwell equation then becomes

\[ \nabla \cdot D(r) = \varrho^{\text{ext}}(r), \tag{2.3.10} \]

which means that the source of the dielectric displacement is the external charge and thus it is independent of the material itself (contrary to the electric field). For an isotropic and homogeneous medium the polarization is proportional to the electric field with the susceptibility as proportional constant

\[ P(r) = \chi \varepsilon_0 E(r). \tag{2.3.11} \]
Thus, the susceptibility measures how strong a material can be polarized. But many materials are not isotropic and some are even inhomogeneous which leads to a nonlocal susceptibility $\chi(r, r')$ in the polarization

$$P(r) = \varepsilon_0 \int d^3r' \chi(r, r') E(r'). \quad (2.3.12)$$

For time dependent fields and materials which do not polarize instantaneously, the polarization becomes even more complex. A frequently used assumption is a linear response to the field:

$$P(r, t) = \varepsilon_0 \int \int d^3r' dt' \chi(r, r', t-t') E(r', t'). \quad (2.3.13)$$

Inserting Eq. (2.3.13) combined with Eq. (2.3.9) in Eq. (2.3.10) results in the first Maxwell equation in presence of a polarizable material

$$\nabla \int \int d^3r' dt' \delta(r - r') \delta(t - t') + \chi(r, r', t-t') E(r', t') = \frac{\varrho^{\text{ext}}(r, t)}{\varepsilon_0}. \quad (2.3.14)$$

If we consider homogeneous systems, $\chi$ only depends on the position differences $r - r'$ and we can perform a Fourier transform in spatial and time coordinates

$$q^2 \left[ 1 + \chi(q, \omega) \right] \Phi(q, \omega) = \frac{\varrho^{\text{ext}}(q, \omega)}{\varepsilon_0}, \quad (2.3.15)$$

which finally defines the dielectric function $\varepsilon(q, \omega) = 1 + \chi(q, \omega)$ or the screening function. With the Poisson equation (2.3.7) we can define the external potential $\Phi^{\text{ext}}$ associated with $\varrho^{\text{ext}}$ and calculate the complete potential $\Phi$

$$\Phi(q, \omega) = \frac{\Phi^{\text{ext}}(q, \omega)}{\varepsilon(q, \omega)}. \quad (2.3.16)$$

This means, the potential $\Phi$ associated with the electric field $E$ is defined by the external field reduced by the screening function $\varepsilon$.

We can now find (formal) expressions for the screening. Therefore, we use that the total potential (associated with $E$) is the sum of external potential and induced potential and compare it with Eq. (2.3.16)

$$\Phi(q, \omega) = \Phi^{\text{ext}}(q, \omega) + \Phi^{\text{ind}}(q, \omega) = \frac{\Phi^{\text{ext}}(q, \omega)}{\varepsilon(q, \omega)}. \quad (2.3.17)$$
Utilizing the Poisson equation for $\Phi^{\text{ind}}$, the dielectric function can be defined in various ways

$$
\varepsilon(q, \omega) = \frac{\Phi^{\text{ext}}(q, \omega)}{\Phi^{\text{ext}}(q, \omega) + \Phi^{\text{ind}}(q, \omega)} = 1 - \frac{\Phi^{\text{ind}}(q, \omega)}{\Phi^{\text{ext}}(q, \omega) + \Phi^{\text{ind}}(q, \omega)}
$$

$$
= 1 - \frac{1}{\varepsilon_0 q^2} \frac{\Phi(q, \omega)}{\Phi(q, \omega)}.
$$

(2.3.18)  

(2.3.19)

In solids we can describe the interaction between two electrons with a screened Coulomb interaction $V = e\Phi$, which includes all effects of every other electrons, ions and even external fields. Therefore, we have to find $\varepsilon$ within a microscopic theory, which we will do in the following chapters.

### 2.3.2. Random phase approximation

There are numerous (approximate) methods to derive the microscopic dielectric function. One of the first approaches was introduced by Thomas and Fermi [40, 41] in the static ($\omega = 0$) and long-wavelength ($q \to \infty$) limit. Lindhard [78] used quantum mechanical perturbation theory to develop a more generic but still static approximation. A generalization to the whole Brillouin zone and all frequencies is the random phase approximation (RPA) firstly introduced by Bohm and Pines [79–81]. Even though there are more sophisticated approximations taking so called vertex corrections into account [26], RPA is still a widely used approach. Commonly there are two ways to derive the RPA: firstly Green’s functions are utilized to add up so called bubble diagrams to get the polarization function introduced in the previous section. For further details on this method see for example Ref. [25–27]. Secondly, and the way we will use in this chapter, in the self-consistent field method [82] equations of motions are used to derive the dielectric function.

Within RPA electrons respond to the total potential $V(r, t) = e\Phi^{\text{ext}}(r, t) + e\Phi^{\text{ind}}(r, t)$ which is the sum of the external and induced potential. While $\Phi^{\text{ext}}$ is generally assumed to be known, the unknown potential of the induced charge has to be calculated self-consistently. For the derivation we use the effective Hamiltonian of the perturbed electron gas

$$
H = \sum_{k, \sigma} \varepsilon_{k, \sigma} c_{k, \sigma}^{\dagger} c_{k, \sigma} + \frac{1}{\Omega} \sum_q e\Phi(q, \omega)n(q),
$$

(2.3.20)

For a short introduction in the methodology of Green’s functions see Section 2.4.1.
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where $\Omega$ is the unit cell volume, $\Phi(q, \omega)$ the fourier transform of $\Phi(r, t)$ and $n(q)$ the density operator

$$n(q) = \sum_{k, \sigma} c_{k+q, \sigma}^\dagger c_{k, \sigma}$$

(2.3.21)

which can be used to calculate the induced charge density [26]

$$\rho^{\text{ind}}(q) = e \langle n(q) \rangle.$$  \hspace{1cm} (2.3.22)

The first term of Eq. (2.3.20) describes the kinetics of the electrons and the second term their interaction with the self-consistent potential $\Phi(q, \omega)$. The two-particle Coulomb interaction is assumed to be included indirectly via the dielectric screening which is part of $\Phi$. With this approximation only screening effects are considered but correlation and exchange effects are neglected.

Now we assume the time dependence of the external potential as a classical oscillation with a single frequency switched on adiabatically $\rho^{\text{ext}}(q, t) = \rho^{\text{ext}}(q) e^{-i(\omega+i\delta)t}$. Then also the average of the density operator depends on $\omega$ [26]

$$\langle n(q, t) \rangle = n(q, \omega) e^{-i(\omega+i\delta)t}.$$ \hspace{1cm} (2.3.23)

To calculate the reaction of $\Phi(q, \omega)$ to the external perturbation we need the time evolution of $c_{k+q, \sigma}^\dagger c_{k, \sigma}$ for which we employ the Heisenberg equation of motion:

$$-i\hbar \frac{d}{dt} c_{k+q, \sigma}^\dagger c_{k, \sigma} = \left[H, c_{k+q, \sigma}^\dagger c_{k, \sigma} \right].$$ \hspace{1cm} (2.3.24)

The commutator is evaluated piecewise for both terms of Eq. (2.3.20) yielding

$$\sum_{k', \sigma'} \varepsilon_k \left[c_{k', \sigma'}^\dagger c_{k', \sigma'} c_{k, \sigma}^\dagger c_{k+q, \sigma} \right] = (\varepsilon_{k+q} - \varepsilon_k) c_{k+q, \sigma}^\dagger c_{k, \sigma}$$ \hspace{1cm} (2.3.25)

and

$$\frac{1}{\Omega} \sum_{q' k' \sigma'} e^{\Phi(q', \omega)} \left[c_{k+q, \sigma}^\dagger c_{k, \sigma} c_{k+q, \sigma}^\dagger c_{k+q, \sigma} \right] = \frac{1}{\Omega} \sum_{q' \omega} e^{\Phi(q', \omega)} \left(c_{k+q+q', \sigma}^\dagger c_{k, \sigma} - c_{k+q+q', \sigma}^\dagger c_{k, \sigma} - c_{k+q-k-q', \sigma}^\dagger c_{k, \sigma} \right)$$

$$\approx \frac{1}{\Omega} e^{\Phi(q, \omega)} \left(c_{k, \sigma}^\dagger c_{k, \sigma} - c_{k+q, \sigma}^\dagger c_{k+q, \sigma} - c_{k+q-k, \sigma}^\dagger c_{k, \sigma} \right).$$ \hspace{1cm} (2.3.26)

The last term was approximated by considering only terms of the summation for $q' = -q$. This may be justified by the fact, that for any $q'$ the matrix elements of $c_{k+q+q', \sigma}^\dagger c_{k, \sigma}$ and of $c_{k+q-k-q', \sigma}^\dagger c_{k, \sigma}$ are complex values with non correlated phase factors.
For a sum over all \( q' \) it is assumed that they average out to zero except for \( q' = -q \) which gives this approach the name random phase approximation.

Due to the oscillating time dependence (c.f. Eq. (2.3.23)) we can write the time evolution of the expectation value of the annihilation/creation operators as

\[
-i\hbar \frac{d}{dt} \langle c_{k+q,\sigma}^{\dagger} c_{k,\sigma} \rangle = \hbar (\omega + i\delta) \langle c_{k+q,\sigma}^{\dagger} c_{k,\sigma} \rangle
\]

\[
= (\varepsilon_{k+q} - \varepsilon_k) \langle c_{k+q,\sigma}^{\dagger} c_{k,\sigma} \rangle + \frac{1}{\Omega} e^2 \Phi(q,\omega) \left( \langle c_{k,\sigma}^{\dagger} c_{k,\sigma} \rangle - \langle c_{k+q,\sigma}^{\dagger} c_{k+q,\sigma} \rangle \right).
\]

Introducing the Fermi function \( f_{k,\sigma} = \langle c_{k,\sigma}^{\dagger} c_{k,\sigma} \rangle \) this simplifies to

\[
\langle c_{k+q,\sigma}^{\dagger} c_{k,\sigma} \rangle = \frac{1}{\Omega} e^2 \Phi(q,\omega) \left( \frac{f_{k,\sigma} - f_{k+q,\sigma}}{\varepsilon_k - \varepsilon_{k+q} + \hbar \omega + i\delta} \right).
\]

At last we can calculate the induced charge density from Eq. (2.3.22)

\[
\rho_{\text{ind}}(q,\omega) = e^2 \frac{\Phi(q,\omega)}{\Omega} \sum_{k,\sigma} \left( \frac{f_{k,\sigma} - f_{k+q,\sigma}}{\varepsilon_k - \varepsilon_{k+q} + \hbar \omega + i\delta} \right)
\]

and get \( \Phi_{\text{ind}} \) from the Poisson equation (2.3.7)

\[
\Phi_{\text{ind}}(q,\omega) = \frac{1}{\varepsilon_0 q^2} \rho_{\text{ind}}(q,\omega) = \frac{e^2}{\varepsilon_0 q^2} \Phi(q,\omega) \sum_{k,\sigma} \left( \frac{f_{k,\sigma} - f_{k+q,\sigma}}{\varepsilon_k - \varepsilon_{k+q} + \hbar \omega + i\delta} \right).
\]

Equivalently we can write the interaction as

\[
V_{\text{ind}}(q,\omega) = \frac{e^2}{\varepsilon_0 q^2} \langle n(q,\omega) \rangle.
\]

If we use the bare Coulomb potential \( v_q = \frac{e^2}{\varepsilon_0 q^2} \), the total potential \( V(q,\omega) \) and the polarization function \( \Pi^0(q,\omega) \) we can reformulate this to

\[
V_{\text{ind}} = v_q V(q,\omega) \Pi^0(q,\omega)
\]

for which the RPA polarization function is defined as

\[
\Pi^0(q,\omega) = \frac{1}{\Omega} \sum_{k,\sigma} \frac{f_{k,\sigma} - f_{k+q,\sigma}}{\varepsilon_k - \varepsilon_{k+q} + \hbar \omega + i\delta}.
\]
Finally, the total perturbing potential yields
\[ V(q, \omega) = V^{\text{ext}}(q, \omega) + V^{\text{ind}}(q, \omega) = V^{\text{ext}}(q, \omega) + v_q \Pi^0(q, \omega) V(q, \omega) \]
\[ = \frac{V^{\text{ext}}(q, \omega)}{1 - v_q \Pi^0(q, \omega)} \]
and the dielectric function is defined as
\[ \varepsilon^{\text{RPA}}(q, \omega) = 1 - v_q \Pi^0(q, \omega). \]
Thus the macroscopic dielectric function can be calculated microscopically just by knowing the band structure of the material: it is independent of the external perturbation and with that a pure material property.

As mentioned already, this result can also be obtained using Green’s functions and Feynman diagrams through a diagrammatic expansion of the screened Coulomb interaction. As this expansion is not limited to the homogeneous electron gas, this derivation is more general but yields similar results as we have shown. The resulting screened Coulomb interaction is
\[ V(q, \omega) = \frac{v_q}{1 - v_q \Pi(q, \omega)} \]
which is the same as we have found in Eq. (2.3.34) if the external potential is the bare Coulomb interaction \( v_q \) and the complete polarization function is approximated with the RPA polarization. For real materials a single band model is often not sufficient. Hence, a multi band and multi orbital description is needed in which the polarization becomes a fourth rank tensor. Using an orbital basis it can be written as [74, 83]
\[ \Pi^0_{\alpha\beta\gamma\delta}(q, \omega) = \sum_{k, \sigma, \lambda_1, \lambda_2} M^{\alpha\beta\gamma\delta}_{\lambda_1, \lambda_2} \frac{f_{k, \sigma}^{\lambda_1} - f_{k+q, \sigma}^{\lambda_2}}{\hbar \omega + i\eta + \varepsilon_{k, \sigma}^{\lambda_1} - \varepsilon_{k+q, \sigma}^{\lambda_2}} \]
with the orbital indices \( \alpha, \beta, \gamma, \delta \), the band indices \( \lambda \), and the overlap matrix elements
\[ M^{\alpha\beta\gamma\delta}_{\lambda_1, \lambda_2} = \left(c_{\lambda_1, k}^{\alpha}\right)^* \left(c_{k+q, \lambda_2}^{\beta}\right)^* c_{k+q, \lambda_2}^{\gamma} c_{k, \lambda_1}^{\delta} \]
where the scalars \( c_{\alpha, k}^{\lambda} \) are the expansion coefficient of the eigenfunctions \( |\Psi_{\lambda, k}\rangle = \sum_{\alpha} c_{\alpha, k}^{\lambda} |\alpha, k\rangle \).

2.3.3. Constrained random phase approximation

The Coulomb interaction is essential to describe the material properties of a system on a realistic level. Especially the correct description of screening processes is important. Often, to simplify the problem, a material is modeled by restricting the description
to a subspace, i.e., only certain orbitals or bands are described [84]. The rest of the system is only considered through an effective screening. As the screening within the subspace is treated most of the time explicitly, to avoid double counting it has to be excluded from the effective Coulomb interaction. For this Aryasetiawan et al. [85] developed the constrained random phase approximation (cRPA) in 2004. We will just give a short introduction to the main ideas concerning cRPA. For further details, especially for the practical implementation, see Refs. [84, 86–90].

Screening processes can be understood as virtual transitions between all occupied and unoccupied states. In the cRPA the polarization function is separated in a model polarization, which only includes virtual transitions in the chosen subspace and the rest polarization including all other transitions

\[ \Pi = \Pi_m + \Pi_r. \] (2.3.39)

In Fig. 2.3.1 the LDA band structure of SrVO$_3$ is shown. The red area marks a chosen subspace in which a model can be set up for a more detailed investigation. Virtual transitions belonging to II$_m$ (marked with the red dashed lines) are strictly restricted to the chosen subspace. All other virtual excitations (dashed blue lines) are combined in the rest polarization II$_r$.

With such a decomposed polarization function, the fully screened Coulomb interaction from Eq. (2.3.36) can be reformulated to

\[ V = \frac{\varepsilon(1 - \varepsilon^{-1}v\Pi_m)}{1 - v\Pi_m} = \frac{\varepsilon_r}{1 - W_r\Pi_m}. \] (2.3.40)
Here, we used the dielectric function of the rest subspace $\varepsilon_r = 1 - v \Pi_r$ and the partially screened Coulomb interaction $W_r = \Xi_r$. If we set up a model in which we calculate or use the polarization of the model subspace, we have to replace the bare Coulomb interaction $v$ with a partially screened Coulomb interaction $W_r$ to include all screening effects from the rest bands properly.

Although $\Pi_r$ has to be known, often it is more convenient to calculate the full $\Pi$ and $\Pi_m$ within RPA and then derive $\Pi_r = \Pi - \Pi_m$ as their difference [86]. Afterwards $\Pi_r$ can be used to get $W_r$ for further calculations in the model subspace.

It is not always the case that bands of interest are that clearly separated from the rest as it is in SrVO$_3$. The model subspace can be entangled with the rest of the system which is a similar problem we already described in Section 2.1.3. To disentangle the subspaces several methods were proposed. They either use projection schemes similar to Section 2.1.3 (see e.g. Miyake et al. [87]) or weighting methods to restrict the appearing summations when calculating the polarization functions (as proposed by for example Shih et al. [88] or Şaşıoğlu et al. [89]). Further information on the disentanglement schemes can be found in the mentioned references.

2.4. Many-Body Perturbation Theory

So far we have only discussed effective independent particle solutions to the many-body problem. Often the resulting Kohn-Sham eigenvalues are identified with the band energies of the material which works surprisingly well. Nevertheless, DFT underestimates the true band gap most of the time. One the one hand this is because of the approximations incorporated in the exchange-correlation potentials. On the other hand this is due to the band gap being an excited state property: the bottom of the conduction band is the lowest energy for adding and electron to the $N$ electron system ($E_c = E_N^{N+1} - E_0^N$) and the top of the valence band is the lowest energy for removing an electron ($E_v = E_0^N - E_0^{N-1}$). All involved energies are ground state energies for $N$ or $N \pm 1$ electrons, but still they describe excitation processes. [25]

Experimentally this is closely linked to photoelectron spectroscopy which measures the density of occupied (photoemission) and unoccupied (inverse photoemission) states [92]. In direct photoelectron spectroscopy an electron with kinetic energy $E_{\text{kin}}$ is measured which was removed from the system due to the absorption of a photon with energy $\hbar \omega$. Under the assumption that the electron is decoupled from the system, the energy difference $\varepsilon_i = E_{\text{kin}} - \hbar \omega$ can be interpreted as the energy level of a hole or, in other words, an empty energy state previously occupied by the electron. This is equal to the difference $\varepsilon_i = E_0^N - E_i^{N-1}$ between the energy of the $N$ particle ground state and the energy of the $(N-1)$ state. In inverse photoelectron spectroscopy electrons are injected and a photon is emitted, yielding a $N+1$ particle state with the energy difference $\varepsilon_i = E_i^{N+1} - E_0^N$. 


The interpretation of photoelectron spectroscopy as density of occupied and unoccupied states (and with that the occupation of some well-defined energy level) is strongly linked to the independent particle picture [25]. In reality, since all electrons are correlated through Coulomb interaction, an addition or removal of an electron is a many-body process and will affect the other electrons (for example leading to relaxation). A nearly independent particle picture can be kept when we consider quasiparticles, i.e. due to the presence of the other particles renormalized single-particle energy levels. For example if an electron is injected in the sample, a Coulomb hole around this electron will be created due the Coulomb repulsion. The effective interaction between these quasiparticles (the ensemble of electron and Coulomb hole) is screened and thus weaker compared to the bare Coulomb interaction. As a result the quasiparticles are approximately independent from each other.

To describe these processes, we have to use a theory which can link the $N$-particle and $N \pm 1$-particle systems. One way is the Many-Body Perturbation Theory using time-ordered Green’s functions, which will be introduced in the next chapter. After that we will use Hedin’s equations to derive the $GW$ approximation to correct the Kohn-Sham eigenvalues. The following chapters are mainly based on the lecture notes by Friedrich and Schindlmayer [93] and complemented by the overviews by Aryasetiawan and Gunnarsson [94] and Onida, Reining and Rubio [92]. We will only give a basic overview of the used method. For further details, see for example the aforementioned overview papers and the book by Martin, Reining and Ceperley [25].

### 2.4.1. Green’s functions

A central quantity for the Green’s function formalism is the time-ordered correlation function for operator $\hat{A}$ and $\hat{B}$

$$G_{AB}(t, t') = -\frac{i}{\hbar} \left\langle \Psi_0 \right| \hat{T} \hat{A}(t) \hat{B}(t') \left| \Psi_0 \right\rangle,$$

(2.4.1)

where $\Psi_0$ is the many-body ground state and $\hat{T}$ is the time-ordering operator. It arranges the operators in order of ascending time arguments from right to left and includes a factor $(-1)$ for every necessary permutation, i.e.

$$\hat{T} \hat{A}(t) \hat{B}(t') = \begin{cases} 
\hat{A}(t) \hat{B}(t') & \text{for } t > t' \\
-\hat{B}(t') \hat{A}(t) & \text{for } t' > t
\end{cases}.$$  

(2.4.2)

If $\hat{A}$ and $\hat{B}$ are fermionic or bosonic creation and annihilation operators, we will call this correlation function a *time-ordered Green’s function*. The field operators $\hat{\psi}^{(t)}(\textbf{r}t)$
describe the annihilation (creation) of a fermion at position $r$ and time $t$. Using these in Eq. (2.4.1) gives the single-particle time-ordered Green function for fermions:

$$G(r, r'; t) = -\frac{i}{\hbar} \left\langle \Psi_0^N \left| \hat{T} \hat{\psi}(r) \hat{\psi}^\dagger(r') \right| \Psi_0^N \right\rangle,$$  

(2.4.3)

which describes, depending on the time ordering, the probability amplitude for the propagation of an additional electron ($t > t'$) or hole ($t < t'$) in a many-electron system. In other words: For $t > t'$ an additional electron is created in the $N$-particle system at $r'$ and later removed at $r$. For $t < t'$ a hole is created at $r$ and later removed at $r'$: the Green function describes the propagation of a hole.

This single-particle Green function contains information about the expectation values of arbitrary single-particle operators or the excitation spectrum of the many-body system. A single-particle operator in second quantization in terms of field operators is given by

$$\hat{O}(t) = \int d^3r d^3r' \langle r'|\hat{O}|r\rangle \hat{\psi}^\dagger(r', t)\hat{\psi}(r, t) = \int d^3r d^3r' \hat{O}(r, r') \hat{\psi}^\dagger(r', t)\hat{\psi}(r, t).$$  

(2.4.4)

Then the expectation value can be written in terms of Green’s functions:

$$\langle \hat{O}(t) \rangle = -i\hbar \int d^3r d^3r' \hat{O}(r, r') G(r, r' t^+),$$  

(2.4.5)

where we added an infinitesimal positive number $t^+ = \lim_{\varepsilon \to 0} t + \varepsilon$ to ensure the correct time ordering of the operators. For example the electron density $n(r)$ can be written in terms of Green’s functions:

$$n(r, t) = \langle \psi_0^N | \hat{\psi}^\dagger(r) \hat{\psi}(r, t) | \psi_0^N \rangle = -i\hbar G(rt, r t^+).$$  

(2.4.6)

For stationary systems with $\tau = t - t'$ it is often convenient to use the Lehman representation\(^3\) [95]. Therefore we insert the closure relation

$$\sum_i |\Psi_i^N \rangle \langle \Psi_i^{N+1}| = 1_{N+1}$$  

(2.4.7)

in Eq. (2.4.3) and perform a Fourier transformation to frequency space

$$G(r, r', \omega) = \sum_i \frac{\psi_i(r) \psi_i^\dagger(r')}{{\hbar \omega - \varepsilon_i + i\eta \text{sgn}(\mu - \varepsilon_i)}}.$$  

(2.4.8)

\(^3\text{A full derivation of the Lehman representation can be found for example in Ref. [93].}\)
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Here, we introduced $\eta$ as infinitesimal small imaginary part to guarantee the convergence of the Fourier transform and used the chemical potential $\mu$. We define the Lehman amplitudes

$$
\psi_i(r) = \begin{cases}
\langle \Psi_i^{N-1} | \hat{\psi}(r) | \Psi_0^N \rangle & \varepsilon_i < \mu \\
\langle \Psi_0^N | \hat{\psi}(r) | \Psi_i^{N+1} \rangle & \varepsilon_i > \mu
\end{cases}
$$

(2.4.9)

and the quasiparticle energies

$$
\varepsilon_i = \begin{cases}
E_0^N - E_i^{N-1} & \varepsilon_i < \mu \\
E_i^{N+1} - E_0^N & \varepsilon_i > \mu
\end{cases}
$$

(2.4.10)

which are the differences between the ground state energy $E_0^N$ of the $N$ particle system and the energies of $E_i^{N\pm1}$ of excited states of the $(N \pm 1)$-particle system. This means they correspond to electron addition and removal energies. In an interacting system quasiparticles are defined as particles which are dressed by a surrounding of virtual electron-hole pairs meaning that correlation effects renormalize the quasiparticle energies. They correspond to excitations of a $(N \pm 1)$ particle system and are the observable accessed in direct and inverse photoelectron spectroscopy [93]. In Eq. (2.4.8) it becomes evident that the Green’s function has poles at the quasiparticle energies, so it indeed carries the information of the excitation spectrum and is thus important for describing many-body problems.

In this context we can define the spectral function [92]

$$
A(r, r', \omega) = \left| \frac{1}{\pi} \text{Im} G(r, r', \omega) \right|,
$$

(2.4.11)

which is the density of the quasiparticle states that contribute to the electron or hole propagation. In contrast to $G$ the spectral function $A$ and with that the quasiparticle spectrum can be measured for example in photoemission experiments. For a detailed derivation see Ref. [93].

For non-interacting systems $A$ would reduce to a series of $\delta$-peaks at the single-particle energies giving the well known density of states. Many-body correlation effects in the interacting system lead to a broadening $\Gamma_i$ and shift of these peaks to the quasiparticle energies $\varepsilon_i$:

$$
A(r, r', \omega) = \sum_i \psi_i(r) \psi_i^*(r') \frac{\Gamma_i}{(\hbar \omega - \varepsilon_i)^2 + \Gamma_i^2},
$$

(2.4.12)
Dyson equation in terms of Feynman diagrams. A single line represents the non-interacting Green’s function connected with the interacting Green’s function (double line) by $\Sigma$.

The Green’s function of Eq. (2.4.3) includes all correlation effects. Additionally, we can define a non-interacting Green’s function

$$G_0(k, \omega) = \frac{1}{\omega - H_0(k)}$$

(2.4.13)

where $H_0$ describes a non-interacting Hamiltonian (in a mean-field way) as for example from Eq. (2.2.14) minus the exchange-correlation potential. This means $H_0$ includes the kinetic and external potential as well as the Hartree potential. To connect the full Green function $G$ with $G_0$ we introduce the self-energy $\Sigma$, which contains all interaction and correlation effects. The real part of $\Sigma$ is directly related to the shifts to the quasiparticle energies in the spectral function Eq. (2.4.12) and the imaginary part is associated with the broadening of the peaks and thus with the lifetime of the quasiparticle. [94] The relation between interacting and non-interacting Green’s function is given by the Dyson equation [96] as shown in Fig. 2.4.1 in terms of Feynman diagrams:

$$G(k, \omega) = G_0(k, \omega) + G_0(k, \omega)\Sigma(k, \omega)G(k, \omega)$$

(2.4.14)

or in real space

$$G(r, r', \omega) = G_0(r, r', \omega) + \int d^3r''d^3r'''G_0(r, r'', \omega)\Sigma(r'', r''', \omega)G(r''', r', \omega).$$

(2.4.15)

This is a self-consistent problem with a non-local, non-hermitian self-energy. If the self-energy was known the full many-body Green function could be calculated and with that the many-body system could be completely described. This turns out to be a difficult task, so approximations, e.g. the so called GW approximation, are needed and will be discussed later. The Dyson equation defines the self-energy as difference of the inverse of both Green’s functions:

$$\Sigma(k, \omega) = G_0^{-1}(k, \omega) - G^{-1}(k, \omega).$$

(2.4.16)
Using the representation of $G_0$ from Eq. (2.4.13) and Eq. (2.4.16) the full Green function can be written as

$$G(k, \omega) = \frac{1}{\omega - H_0(k) - \Sigma(k, \omega)},$$  \hspace{1cm} (2.4.17)

which illustrates, that the self-energy indeed renormalizes the non-interacting system due to interaction effects.

Now we turn to derive a quasiparticle equation for the interacting system to demonstrate the particle-like behavior of the quasiparticles. Therefore, we use the equation of motion for a Green’s function (from which the Dyson equation is the integral form of) \[93\]

$$i\hbar \frac{\partial}{\partial t} G(r, t; r', t') = \delta(r - r')\delta(t - t') + H_0(r)G(r, t; r', t')$$  \hspace{1cm} (2.4.18)

$$-i\hbar \int v(r, r'')G_2(r'', t; r, t')d^3r''.$$  \hspace{1cm} (2.4.19)

Because the single-particle Green’s function depend not only on $G$ but also on the two-particle Green’s function $G_2$ this equation is not closed. A hierarchy of equation of motions is generated which has to be truncated at some point. This can be done by following a functional-derivative method \[93, 94, 97\] and introducing an external potential, which can be set to zero in the end. This will formally exclude higher order Green’s functions and include the self-energy we defined before. A full derivation can be found in Ref. \[93, 97\]. The resulting equation of motion in the frequency domain (thus for a stationary system) becomes \[93\]

$$[\hbar \omega - H_0(r)]G(r, r', \omega) - \int \Sigma(r, r'', \omega)G(r'', r', \omega)d^3r'' = \delta(r - r').$$ \hspace{1cm} (2.4.20)

Inserting Eq. (2.4.8) and taking the so called quasiparticle limit $\omega \rightarrow \epsilon_i/\hbar$, yields the quasiparticle equation \[93\]

$$H_0(r)\psi_i(r) + \int \Sigma(r, r', \epsilon_i/\hbar)\psi_i(r')d^3r' = \epsilon_i\psi_i(r),$$ \hspace{1cm} (2.4.21)

which is a nonlinear differential equation in $\epsilon_i$ (as $\Sigma$ depends on $\epsilon_i$). It has the form of a single-particle Schrödinger’s equation with a non-local potential namely the self-energy. Since $\Sigma$ includes all dynamic many-electron processes it is not a mean-field formulation. The eigenvalues are the (complex) quasiparticle energies $\epsilon_i$ and its eigenfunctions are the non-orthogonal quasiparticle states $\psi_i$. Both quantities have to be understand as properties of the many-electron system. Eq. (2.4.21) just emphasizes the concept of a quasiparticle where single-particle energies are renormalized due to interaction effects.
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\[ Γ = 1 + (δΣδG)GGΓ = G₀ + G₀Σ = GW \]  
\[ W = v + vΠ \]  
\[ Π = ΣΓ \]  

\[ Π \]

\[ G(1, 2) = G₀(12) + \int d(34)G₀(13)Σ(34)G(42) \]  
\[ Γ(123) = δ(12)δ(13) - \int d(4567)\frac{δΣ(12)}{δG(45)}G(56)Γ(67, 3)G(74) \]  
\[ Π(12) = -iℏ \int d(34)G(13)Γ(342)G(41) \]  
\[ W(12) = v(12) + \int d(34)v(13)Π(34)W(42) = \int d3ɛ^{-1}(13)v(32). \]

**Figure 2.4.2.**

Left: Self-consistency cycle to calculate the full interacting Green’s function adapted from Ref. [99]. The dashed arrow mark the GW approximation in which vertex corrections are neglected. Right: Feynman diagrams of the Hedin equations from Eq. (2.4.22) - (2.4.26) adapted from Ref. [25]. Double (single) lines represent the (non-)interacting Green’s function and single (double) wobbly lines correspond to the bare (fully screened) Coulomb interaction.

### 2.4.2. Hedin’s equations

To derive the quasiparticle energies, we need the self-energy. The *Hedin equations* [97, 98] are a set of closed self-consistent equations to determine Σ which can be in principle used to solve the many-electron system:

\[ Σ(1, 2) = iℏ \int d(34)W(1^+-3)G(14)Γ(423) \]  
\[ G(1, 2) = G₀(12) + \int d(34)G₀(13)Σ(34)G(42) \]  
\[ Γ(123) = δ(12)δ(13) - \int d(4567)\frac{δΣ(12)}{δG(45)}G(56)Γ(67, 3)G(74) \]  
\[ Π(12) = -iℏ \int d(34)G(13)Γ(342)G(41) \]  
\[ W(12) = v(12) + \int d(34)v(13)Π(34)W(42) = \int d3ɛ^{-1}(13)v(32). \]
Here, we introduced the abbreviation $1 = (r_1, t_1)$, with $\eta$ as infinitesimal small number to ensure the correct time ordering $1^+ = (r_1, t_1 + \eta)$ and $\delta(12) = \delta(r_1 - r_2) \delta(t_1 - t_2)$. The bare Coulomb interaction is $v(12)$.

The self-energy $\Sigma$ is defined by the screened Coulomb interaction $W$ and the vertex-correction $\Gamma$, a non-local potential which contains information about the exchange-correlation interaction between electron and hole. Eq. (2.4.23) is the already shown Dyson equation. The screened Coulomb interaction depends on the complete polarization function $\Pi$ which includes again the vertex corrections. A visual account of Hedin’s equations in terms of Feynman diagrams are shown in Fig. 2.4.2. Straight lines represent the Green’s function (a single line meaning the non-interacting $G_0$ and double lines the full interacting $G$) and the (double) wiggly lines are the (screened) interactions. The polarization function is represented by the polarization bubble with additional vertex corrections. Also shown in Fig. 2.4.2 is the self-consistency cycle for solving Hedin’s equations. With the non-interacting Green function $G_0$ (for example taken from DFT calculations) the vertex corrections can be calculated. Afterwards the polarization can be evaluated to derive the screened Coulomb interaction which is in turn necessary for the self-energy. With that a interacting Green function $G$ is calculated.

Hedin’s equations are in principle exact but very difficult to solve, especially the evaluation of the functional derivative for the vertex correction [25, 92], hence suitable approximations are needed. The simplest and a widely used approach is the $GW$ approximation, which shall be discussed in the next chapter.

### 2.4.3. GW approximation

In the $GW$ approximation, vertex corrections are neglected, meaning that

$$\Gamma(123) = \delta(12)\delta(13)$$  \hspace{1cm} (2.4.27)

is assumed to be diagonal in space and time. With that electron-hole interactions (meaning excitonic effects) and corrections to the polarization function are not taken into account. Following Hedin’s equation the resulting polarization is the polarization function in random phase approximation

$$\Pi(12) = -i\hbar G(12)G(21)$$  \hspace{1cm} (2.4.28)

and the self-energy is given by

$$\Sigma(12) = iG(12)W(1^+2).$$  \hspace{1cm} (2.4.29)

The assumption that the self-energy only depends on the Green’s function and the dynamically screened Coulomb interaction gave the approximation the known name $GW$ approximation. The equations to solve are a many-body self-consistent problem.
2.4. Many-Body Perturbation Theory

corresponding to the short-cut indicated in the self-consistency cycle from Fig. 2.4.2. The comparatively simple form of the self-energy allows for computing the interacting Green’s function from the non-interacting (but still in a mean-field way) $G_0$.

The $GW$ self-energy is an extension of the Hartree-Fock self-energy in which the bare Coulomb interaction is replaced with a dynamical screened interaction incorporating energy-dependent correlation effects not included in a single-particle picture. This becomes even more evident when the self-energy is separated in two parts: a exchange self-energy $\Sigma_X = iGv$ and a correlation part $\Sigma_{\text{Cor}} = iGW$ with $W = W - v$. While the exchange self-energy is static, the correlation part is non-Hermitian, non-local and dynamical resulting in the finite lifetimes of the quasiparticle and producing satellite structures in the spectral functions [100].

The first iteration (meaning to use $G_0$) already yields quite accurate results for electronic properties [92] as, for example, excitation energies and band gaps [94, 101, 102] or quasiparticle life times [103–105]. Actually, it turns out that a self-consistent $GW$ approximation performs worse than just using one iteration [92]. So if improvements beyond $GW$ are needed, approximations to the vertex corrections have to be done which shall not be part of this work. The interested reader is referred to Ref. [25, 92, 94] and the references therein.

Even though the $GW$ approximation is comparatively simpler than the full set of equations, it is still computationally very expensive. To reduce the numerical effort but keep the accuracy of the calculations, often simplifications are used. One possible approach is the static limit of the $GW$ self-energy, first proposed by Hedin himself [97]: The real part of the self-energy is divided in two parts: a screened exchange and a Coulomb hole term, giving the name static COHSEX approximation. Formally it can be derived from the real part of the self-energy $\text{Re} \Sigma = \Sigma_{\text{SEX}} + \Sigma_{\text{COH}}$ with [101]

$$\Sigma_{\text{SEX}}(r, r', \omega) = -\sum_{\text{occ}} \psi_i(r)\psi_i^*(r')W(r, r', \omega - \epsilon_i/\hbar)$$ (2.4.30)$$

$$\Sigma_{\text{COH}}(r, r', \omega) = \sum \psi_i(r)\psi_i^*(r')\mathcal{P} \int_0^\infty d\omega' \frac{B(r, r', \omega')}{\omega - \epsilon_i/\hbar - \omega'}$$ (2.4.31)

where a spectral representation of the screened interaction [101]

$$W(r, r', \omega) = v(r, r') + \int_0^\infty d\omega' \frac{2\omega'B(r, r', \omega')}{\omega^2 - (\omega' - i\eta^+)^2}$$ (2.4.32)
was used. The spectral function $B(\mathbf{r}, \mathbf{r}', \omega')$ is related to the imaginary part of $W$. The static limit of Eq. (2.4.30) and Eq. (2.4.31) yields [94, 100, 101]

$$\Sigma_{\text{SEX}}^{\text{static}}(\mathbf{r}, \mathbf{r}') = - \sum_{\text{occ}} \psi_i(\mathbf{r}) \psi_i(\mathbf{r}') W(\mathbf{r}, \mathbf{r}', \omega = 0)$$

(2.4.33)

$$\Sigma_{\text{COH}}^{\text{static}}(\mathbf{r}, \mathbf{r}') = \frac{1}{2} \delta(\mathbf{r} - \mathbf{r}') W(\mathbf{r}, \mathbf{r}', \omega = 0).$$

(2.4.34)

The screened-exchange part of the self-energy accounts for quantum mechanical exchange effects, while the Coulomb hole term describes a charged hole due to electron removal or addition. The COHSEX approximation gives reasonable results with a reduced numerical effort due to the now local Coulomb hole term. However it overestimates the magnitude of the self-energy [101] resulting in an overestimation of the band gaps compared to GW calculations.

When interested in the quasiparticle energies $E_{i}^{\text{QP}}$ (i.e., the band structure) of a system, often it is more convenient to calculate the energies from the quasiparticle equation Eq. (2.4.21) instead of solving the Dyson equation. Surprisingly, the quasiparticle wave functions $\psi_i(\mathbf{r})$ are quite well approximated by the Kohn-Sham eigenfunctions $\varphi_i^{\text{KS}}(\mathbf{r})$ meaning $\psi_i(\mathbf{r}) \approx \varphi_i^{\text{KS}}(\mathbf{r})$ [101, 106] and thus the Kohn-Sham eigenvalues $E_i^{\text{DFT}}$ already give a reasonable estimate of the band structure. Hence the self-energy correction $\Sigma(\mathbf{r}, \mathbf{r}', E_{i}^{\text{QP}}) - V_{\text{XC}} \delta(\mathbf{r} - \mathbf{r}')$ seems to be small and we can use first-order perturbation theory to approximate the quasiparticle energies:

$$E_{i}^{\text{QP}} \approx E_{i}^{\text{DFT}} + \left\langle \varphi_{i}^{\text{DFT}} \left| \Sigma \left( E_{i}^{\text{QP}} \right) - V_{\text{XC}} \right| \varphi_{i}^{\text{DFT}} \right\rangle .$$

(2.4.35)

This equation is still non linear and the full energy spectrum have to be known for its solution. We can simplify it with a linear expansion of the self-energy [93, 107]

$$\Sigma \left( E_{i}^{\text{QP}} \right) \approx \Sigma( E_{i}^{\text{DFT}} ) + \left( E_{i}^{\text{QP}} - E_{i}^{\text{DFT}} \right) \frac{\partial \Sigma(E)}{\partial E} \bigg|_{E=E_{i}^{\text{DFT}}}$$

(2.4.36)

leading to

$$E_{i}^{\text{QP}} \approx E_{i}^{\text{DFT}} + Z_i \left\langle \varphi_{i}^{\text{DFT}} \left| \Sigma \left( E_{i}^{\text{DFT}} \right) - V_{\text{XC}} \right| \varphi_{i}^{\text{DFT}} \right\rangle$$

(2.4.37)

with the quasiparticle renormalization factor

$$Z_i = \left( 1 - \left\langle \varphi_{i}^{\text{DFT}} \left| \frac{\partial \Sigma(E)}{\partial E} \right|_{E=E_{i}^{\text{DFT}}} \varphi_{i}^{\text{DFT}} \right\rangle \right)^{-1}.$$  

(2.4.38)

Eq. (2.4.37) can be used to calculate the quasiparticle energies as corrections to the DFT eigenenergies resulting from the GW self-energy. This is at least possible for
the first iteration of the self-consistency cycle, which is often called $G_0W_0$ approximation (with $W_0$ the screened Coulomb interaction calculated with the non-interacting Green’s function $G_0$).

2.5. Excitons

So far we only discussed how to derive band structures and (quasiparticle) band gaps. However this is not sufficient to explain many phenomena as for example optical properties. Therefore two-particle correlations directly resulting from the Coulomb interaction have to be taken into account.

For example, the lowest absorbed light frequency, i.e., the optical band gap, found in absorption spectra is smaller than the quasiparticle band gap. The photon excites electrons from occupied to unoccupied states, leaving a hole in the valence band. Due to the attractive Coulomb interaction between electron and hole an optically active excitonic state is formed. The electron and hole do not move independently anymore but form a new quasiparticle which is called exciton. In this chapter we want to give a short introduction to their description. The interested reader is referred to Ref. [23, 25, 108] and references therein for a detailed overview of two-particle correlations and optical properties of semiconductors. This chapter is based on the corresponding chapters in Ref. [23] complemented by Ref. [25, 108]. There are several approaches to treat excitonic states (or in general two-particle correlations), two of them will be briefly introduced in the following.

Due to the Coulomb interaction, electron and hole do not move independently, so the problem at hand is a two-particle problem which can be described in general with a two-particle Green’s function $G_2(1, 2, 1', 2')$ or a two-particle correlation function

$$L(1, 2, 1', 2') = -G_2(1, 2, 1', 2') + G(1, 1')G(2, 2')$$ (2.5.1)

(adopting the notation of the previous chapters). These functions inhibit information about the propagation of two particles, which can be electron and hole, but also electron and electron or hole and hole. The Dyson equation of the two-particle correlation function is the Bethe-Salpeter-equation [109]

$$L(1, 2, 1', 2') = L_0(1, 2, 1', 2') + \int d3'd3d4d4' L_0(1, 3', 1, 3)\Xi(3, 4, 3', 4')L(4', 2, 4, 2'),$$ (2.5.2)

which describes a linear response of the single-particle Green’s function to a in general non-local (in space, spin and time) potential [110]. The uncorrelated contribution $L_0(1, 2, 1', 2') = G(1, 2')G(2, 1')$ contains the single-particle Green’s function
described by the Dyson equation Eq. (2.4.14) and \( \Xi \) is an interaction kernel which includes information about the many-body interactions in the system

\[
\Xi(3, 2, 3', 2') = -\delta(3, 3')\delta(2^+, 2)v(3^+, 2) + \frac{\delta\Sigma_{XC}(3, 3')}{\delta G(2', 2)}
\]  

(2.5.3)

with the bare Coulomb interaction \( v \) and the exchange-correlation self-energy \( \Sigma_{XC} \).

Treating the Bethe-Salpeter-equation is a very complex and computational demanding task, which is not part of this work. Under well defined assumptions (e.g. neglecting dynamical effects) the Bethe-Salpeter-equation can be reduced to solving an effective hydrogen Schrödinger’s equation with effective masses \( \mu \) of the exciton \([25, 111, 112]\)

\[
\left( -\nabla^2 \frac{2}{2\mu} - \frac{1}{\varepsilon_r} \right) \Psi(r) = E \Psi(r),
\]  

(2.5.4)

which is also known as Wannier equation \([113]\).

Additionally, the optical response of a system due to an external field can be described with the semiconductor Bloch equations \([114]\) which are equation of motions for the electron/hole distribution \( f_{e/h}^{k} \) and for the macroscopic polarization \( P_{k} \) \([108]\)

\[
\frac{\partial f_{e}^{k}}{\partial t} = -2\text{Im}(\Omega_{k}P_{k}^{*}) + \frac{\partial f_{e}^{k}}{\partial t} \bigg|_{\text{scatt}}
\]  

(2.5.5)

\[
\frac{\partial f_{h}^{k}}{\partial t} = -2\text{Im}(\Omega_{k}P_{k}^{*}) + \frac{\partial f_{h}^{k}}{\partial t} \bigg|_{\text{scatt}}
\]  

(2.5.6)

\[
\frac{\partial P_{k}}{\partial t} = -i\tilde{\varepsilon}_{k}P_{k} - i \left( f_{e}^{k} + f_{h}^{k} - 1 \right) \Omega_{k} + \frac{\partial P_{k}}{\partial t} \bigg|_{\text{scatt}}
\]  

(2.5.7)

where we used the renormalized Rabi energy

\[
\Omega_{k} = \frac{1}{\hbar} \left( \mathbf{d} \cdot \mathbf{E} + \sum_{q \neq k} V_{k-q}P_{q} \right),
\]  

(2.5.8)

which contains the external electric field \( \mathbf{E} \), the dipole matrix element between the conduction and the valence band \( \mathbf{d} \) and the Coulomb matrix element \( V_{k-q} \). The renormalized carrier energy

\[
\tilde{\varepsilon}_{k} = \varepsilon_{e}^{k} + \varepsilon_{h}^{k} - \sum_{q \neq k} V_{k-q}(f_{q}^{e} + f_{q}^{h})
\]  

(2.5.9)

contains the single-particle energies of an electron/hole \( \varepsilon_{e/h}^{k} \). The scattering terms result from a hierarchical coupling to many-body interaction terms. A full deriva-
tion of the semiconductor Bloch equations starting from the two-band Hamiltonian coupled to an external field can be found in Refs. [23, 108]. For a linearized field \( \frac{\partial f_{\mathbf{k}}^h}{\partial t} = 0 \), neglecting scattering terms and within the effective mass approximation, we can derive an inhomogeneous Schrödinger’s equation where the homogeneous part is again the Wannier equation Eq. (2.5.4) [23]. As the Wannier equation is an important tool to describe excitons, we want to shortly discuss it in the following chapter.

2.5.1. Wannier equation

Excitons are bound states between electrons in the conduction band and holes in the valence band. To discuss their qualitative properties, we want to utilize a simple model now. In principle the complete many-body Hamiltonian taking into account the full Coulomb interaction has to be considered. To simplify the problem, we use a two-band model and neglect all Coulomb interactions except for the interaction between electrons in the conduction band and electrons in the valence band. That means we disregard the explicit interactions within the bands and put them effectively in the band structure \( E_{c/v} \). For the Coulomb matrix elements we only consider direct terms since the exchange terms are only quantitative corrections but do not change the qualitative discussion. Then the Hamiltonian is

\[
H_0 = \sum_{\mathbf{k}} \left( E_{v}(\mathbf{k}) c_{\mathbf{v} \mathbf{k}}^\dagger c_{\mathbf{v} \mathbf{k}} + E_{c}(\mathbf{k}) c_{\mathbf{c} \mathbf{k}}^\dagger c_{\mathbf{c} \mathbf{k}} \right) + \sum_{\mathbf{k}_1 \mathbf{k}_2 \mathbf{k}_3 \mathbf{k}_4} u_{\mathbf{k}_1 \mathbf{k}_2 \mathbf{k}_3 \mathbf{k}_4} c_{\mathbf{v} \mathbf{k}_1}^\dagger c_{\mathbf{c} \mathbf{k}_2}^\dagger c_{\mathbf{c} \mathbf{k}_3} c_{\mathbf{v} \mathbf{k}_4}, \tag{2.5.10}
\]

with the Coulomb matrix element

\[
u_{\mathbf{k}_1 \mathbf{k}_2 \mathbf{k}_3 \mathbf{k}_4} = \int d^3 r \int d^3 r' \varphi_{\mathbf{v} \mathbf{k}_1}(\mathbf{r}) \varphi_{\mathbf{c} \mathbf{k}_2}(\mathbf{r}') \frac{e^2}{\varepsilon |\mathbf{r} - \mathbf{r}'|} \varphi_{\mathbf{c} \mathbf{k}_3}(\mathbf{r}') \varphi_{\mathbf{v} \mathbf{k}_4}(\mathbf{r}), \tag{2.5.11}
\]

where we introduce a static dielectric constant \( \varepsilon \) emanated by the screening from all other electrons and ions in the system. As already mentioned, if an electron is excited to the conduction band, a positively charged hole will remain in the valence band. With that we can introduce creation and annihilation operators for holes

\[
h_{\mathbf{k}}^\dagger = c_{\mathbf{v} \mathbf{k}} \quad \text{and} \quad h_{\mathbf{k}} = c_{\mathbf{v} \mathbf{k}}^\dagger, \tag{2.5.12}
\]

which are fermionic quasiparticles with \( E_h = -E_v \). In the following we will simplify the notation by writing electron creation and annihilation operators as \( e_{\mathbf{k}}^{(\dagger)} = e_{\mathbf{c} \mathbf{k}}^{(\dagger)} \). Within the electron-hole picture the Hamiltonian becomes

\[
H = \sum_{\mathbf{k}} \left( E_{v}(\mathbf{k}) e_{\mathbf{v} \mathbf{k}}^\dagger e_{\mathbf{v} \mathbf{k}} + E_{h}(\mathbf{k}) h_{\mathbf{v} \mathbf{k}}^\dagger h_{\mathbf{v} \mathbf{k}} \right) - \sum_{\mathbf{k}_1 \mathbf{k}_2 \mathbf{k}_3 \mathbf{k}_4} u_{\mathbf{k}_1 \mathbf{k}_2 \mathbf{k}_3 \mathbf{k}_4} h_{\mathbf{v} \mathbf{k}_1}^\dagger h_{\mathbf{v} \mathbf{k}_4} e_{\mathbf{c} \mathbf{k}_2}^\dagger e_{\mathbf{c} \mathbf{k}_3}, \tag{2.5.13}
\]
which emphasizes the attractive Coulomb interaction between electron and hole. In the ground state all valence states are occupied while all conduction band states are unoccupied. With that the many-body ground state can be written as product state

\[ |\Phi_0\rangle = \prod_k c_{v,k}^\dagger |0\rangle \]  

(2.5.14)

with the ground state energy \( E_0 = \sum_k E_v(k) \). The simplest excited state is the transition of a single electron from the valence to the conduction band which is the linear combination over all possibilities to create an electron-hole pair

\[ |\Phi\rangle = \sum_{k,k'} a_{kk'} e_{k}^\dagger h_{k'}^\dagger |\Phi_0\rangle \]  

(2.5.15)

with the coefficients \( a_{kk'} \) chosen such that \( |\Phi\rangle \) becomes an eigenstate of Eq. (2.5.13). Calculating \( H |\Phi\rangle \) using the fermionic anti-commutator relations yields a homogeneous system of equations for the coefficients:

\[ a_{kk'}(E_0 - E + E_c(k) - E_v(k')) - \sum_{k_1,k_3} u_{k_1,k,k_3} a_{k_1,k_3} = 0. \]  

(2.5.16)

Without any interaction the excitation energy would be

\[ E - E_0 = E_c(k) - E_v(k'). \]  

(2.5.17)

Consequently the attractive Coulomb interaction decreases the excitation energies in comparison to the band gap \( E_g \). To simplify this model even further, we assume now an effective mass model for the single-particle energies and calculate the Coulomb matrix elements using plane waves instead of Bloch functions. This results in a two-particle Schrödinger’s equation [23]

\[ \left( -\frac{\hbar^2}{2m_c} \nabla^2_{\mathbf{r}_1} - \frac{\hbar^2}{2m_v} \nabla^2_{\mathbf{r}_2} - \frac{e^2}{\varepsilon |\mathbf{r}_1 - \mathbf{r}_2|} \right) \psi(\mathbf{r}_1, \mathbf{r}_2) = \tilde{E} \psi(\mathbf{r}_1, \mathbf{r}_2) \]  

(2.5.18)

similar to the hydrogen problem. Introducing relative \( (\mathbf{r} = \mathbf{r}_1 - \mathbf{r}_2) \) and center-of-mass \( (\mathbf{X} = \frac{m_c \mathbf{r}_1 + m_v \mathbf{r}_2}{m_c + m_v}) \) coordinates we get

\[ \left( -\frac{\hbar^2}{2(m_c + m_v)} \nabla^2_{\mathbf{X}} - \frac{\hbar^2}{2\mu} \nabla^2_{\mathbf{r}} - \frac{e^2}{\varepsilon r} \right) \psi = \tilde{E} \psi. \]  

(2.5.19)
This can be solved via a separation of variables resulting in a free particle for the center-of-mass coordinate and the Wannier equation

\[
\left( -\nabla^2 - \frac{1}{\varepsilon r} \right) \Psi(r) = E\Psi(r),
\]

for the relative coordinate, which is an effective hydrogen problem with the effective mass \( \mu = \frac{m_e m_v}{m_e + m_v} \). As a result excitons are often described in the framework of the hydrogen problem with eigenfunctions \( \psi_{\kappa,n}(X, r) = e^{i\kappa X} \Psi_n(r) \) with \( \Psi_n(r) \) being the hydrogen wave functions and the energy \( \tilde{E} = \frac{\hbar^2 \kappa^2}{2(m_e + m_v)} - \frac{E_B}{(n-\frac{1}{2})^2} \) for a two-dimensional system. The binding energy \( E_B \) is an important quantity of the exciton as it defines the energetic position of the lowest excited state \( E_1 \) (and with that what is often called the experimental accessible optical band gap):

\[
E_1 = E_g - E_B
\]

and can be defined analogous to the Rydberg energy

\[
E_B = \frac{\mu e^4}{2\varepsilon^2 \hbar^2} = \frac{e^2}{2\varepsilon^2 a_0}
\]

with the exciton Bohr radius \( a_0 \) which gives the spatial extent of the exciton. Thus, through the Coulomb interaction electron and hole are bound and form a new quasi-particle, the exciton, which lowers the measurable gap.

When deriving the Wannier equation, we used Bloch states, i.e. we assumed free particles and with that delocalized states for the non-interacting electrons and holes which now result in delocalized exciton states. Excitons described by the Wannier equation are also called Wannier or Mott excitons and have in general a larger spatial extent. Localized excitonic states, i.e. electron and hole are at the same atomic site or at least very close, are called Frenkel excitons and are often found in ionic or molecule crystals.

Even though the model shown here is quite simple, often it turns out that excitons can be described surprisingly well with a (modified) hydrogen like problem in bulk [23, 108, 115, 116] as well as in 2d system [117–120]. Sometimes more complex dielectric functions have to be utilized but the picture holds still in many cases.
3. Transition Metal Dichalcogenides

The experimental discovery of graphene [4, 7, 121] and the resulting Nobel prize for Novoselov and Geim in 2010 started an intense research in the field of two-dimensional (2d) materials. Many 2d materials exist in bulk form as layered materials with weak van-der-Waals interlayer attraction which allows for mechanically exfoliation [4] into atomically thin monolayers. The synthesis on an even larger scale is possible utilizing chemical vapor deposition [122] making them interesting for technical applications.

A large zoo of 2d materials beyond graphene are intensely studied such as graphene analogues like hexagonal boron nitride (hBN) [123, 124] and phosphorene [125, 126] or the class of transition metal dichalcogenides (TMDC) and titania- and perovskite-based oxides [127, 128]. In particular TMDCs regained interest in the last years as they exhibit promising electronic, optical, mechanical, chemical and thermal properties rendering them important for studying novel fundamental physics as well as for applications in nanoelectronics, nanophotonics or for sensing and actuation at the nanoscale [5, 129–132]. TMDCs have been studied for decades now. Its most prominent member, MoS$_2$, was investigated for the first time already in 1923 by Dickinson and Pauling [133] followed by extensive studies starting in the 1960s [134–137]. Especially in the last years a strong renaissance of activity in the field of 2d TMDCs have been seen due to the possibility to synthesize high-quality large-area mono crystals [138] allowing a wide range of experimental studies.

In this work we are interested in how many-body interactions, especially the electron-electron interaction, can influence the electronic and optical properties of semiconducting 2d TMDCs. In more detail, we want to find a new and unique way to engineer atomically thin materials. In this chapter, we will give a short overview of the, for this work relevant, electronic and optical properties of semiconducting TMDCs. Additionally we will explain the concept of Coulomb engineering which makes use of the peculiar Coulomb interaction in 2d to create a new kind of heterostructure which will be investigated in detail in the subsequent chapters.

3.1. Material properties

We will only outline a few important properties of semiconducting monolayer TMDCs. Thereby, we will give a short overview of the lattice structure and important electronic and optical properties of the ground state. We examine unstrained monolayer MoS$_2$ without any electron or hole doping as an example for the whole class of semi-
conducting TMDCs. Further details can be found in literature, as for example in Refs. [129–131, 139, 140] and the references therein.

3.1.1. Lattice structure

TMDCs consist of a combination of a transition metal M, mostly from the group IV, V and VI sandwiched between two chalcogen atoms X namely S, Se and Te (c.f. Fig. 3.1.1). In three dimensions strongly bound layers are coupled by weak van-der-Waals interaction. Different polytypes exist in the bulk phase, which differ in stacking order (as shown in Fig. 3.1.2) and metal atom coordination [129]. Depending on the polytype they can be metallic or semiconducting and show interesting phases like superconductivity or charge density waves [129]. Commonly, TMDCs are hexagonal or rhombohedral with either a trigonal prismatic (2H) or an octahedral (1T) coordination of the metal atoms (see Fig. 3.1.2). The transition metal/chalcogen combination defines if the 2H or 1T phase is thermodynamically stable. Nevertheless, the other phase can often be obtained as metastable phase [131].

In this work, we concentrate on semiconducting monolayers of TMDCs, namely MX\textsubscript{2} with M \(\in\) \{W, Mo\} and X \(\in\) \{S, Se\}. They are stable in the hexagonal phase (see Fig. 3.1.2 resulting in a honeycomb lattice (like graphene) with the M atom on sublattice A and the X atom on the sublattice B. The chalcogen atoms are separated in z-direction. In the tetragonal phase, all three atoms are placed on different sublattices (see Fig. 3.1.2). With the lattice constant \(a_0\) the hexagonal Bravais lattice is given by (c.f. Fig. 3.1.3a)

\[
\mathbf{a}_1 = a_0 \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad \mathbf{a}_2 = \frac{a_0}{2} \begin{pmatrix} -1 \\ \sqrt{3} \\ 0 \end{pmatrix}, \quad \mathbf{a}_3 = c \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.
\]
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Figure 3.1.2.
Schematic side view of different stacking order (2H, 3R and 1T) of MX$_2$ layer in the bulk phases from Ref.[129] and top views of the hexagonal and tetragonal phase of the monolayer from Ref. [131]. Transition metal atoms (M) are marked grey while the chalcogen atoms are colored yellow or blue.

In this basis, the angle between the vectors is chosen to be 120°, but a definition with a 60° angle is also possible. In general $a_0$ is mainly determined by the chalcogen atom. For example WS$_2$ has a experimental lattice constant of $a_0 \approx 3.15 \text{Å}$ and MoS$_2$ of $a_0 \approx 3.16 \text{Å}$, while WSe$_2$ and MoSe$_2$ both have $a_0 \approx 3.29 \text{Å}$. [141] The theoretical obtained values of the lattice parameter $a_0$ and $z_0$ are shown in Appendix A.1.1. The parameter $c$ defines the supercell height including the vacuum above the monolayer. The atomic positions within the unit cell are (in the basis of the Bravais lattice):

$$\delta_M = \begin{pmatrix} 0 \\ 0 \end{pmatrix}_a, \quad \delta_X = \frac{1}{3} \begin{pmatrix} 1 \\ \pm X_z \end{pmatrix}_a,$$

$$\delta_M = \begin{pmatrix} 0 \\ 0 \end{pmatrix}_a, \quad \delta_X = \frac{1}{3} \begin{pmatrix} 1 \\ \pm X_z \end{pmatrix}_a.$$  \hspace{1cm} (3.1.2)

where $X_z = \frac{a}{2c}z_0$ is the $z$ position of the chalcogen atoms which are separated by the distance $z_0$. The 1. Brillouin zone of a hexagonal lattice is again a hexagonal lattice as shown in Fig. 3.1.3b with the reciprocal lattice vectors

$$b_1 = \frac{2\pi}{a_0\sqrt{3}} \begin{pmatrix} \sqrt{3} \\ 1 \\ 0 \end{pmatrix}, \quad b_2 = \frac{2\pi}{a_0\sqrt{3}} \begin{pmatrix} 0 \\ 2 \\ 0 \end{pmatrix}, \quad b_3 = \frac{2\pi}{a_0c} \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.$$  \hspace{1cm} (3.1.3)
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(a) Lattice structure of TMDCs with lattice vectors $a_1$ and $a_2$ spanning the primitive unit cell. The sulfur distance is $z_0$ and the sulfur position is determined by $\delta_x$. b) 1. Brillouin zone of a hexagonal lattice with reciprocal lattice vectors $b_1$ and $b_2$.

and the high symmetry points in the basis of the reciprocal lattice:

$$K = \frac{1}{3} \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}_b, \quad M = \frac{1}{2} \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}_b \quad \text{and} \quad K' = \frac{1}{3} \begin{pmatrix} 2 \\ 1 \\ -1 \end{pmatrix}_b.$$ \hfill (3.1.4)

### 3.1.2. Electronic properties

As already mentioned in the previous section, depending on the structure and chemical composition, TMDCs can be semiconducting or metallic, exhibiting interesting correlated and topological phases. The four materials under consideration in this work show a indirect to direct band gap transition when going from bulk to the monolayer limit [129, 142, 143]. This is due to quantum confinement [144, 145] and a resulting change of hybridization between the $p_z$ orbitals of the chalcogen atoms and the $d$ orbitals of the metal atoms [142, 144, 146] which shifts the maxima of the valence band at $K$ and $\Gamma$ as well as the the minima of the conduction band.

All investigated materials show similar electronic properties with direct band gaps of the freestanding monolayer (determined by GW calculations) between 2.1 and 2.55 eV [147] depending on the material. The focus of this chapter will be on the description of MoS$_2$ as an example crystal for the MoX$_2$ and WX$_2$ compounds. The DFT band structure is shown in Fig. 3.1.4. For the band structures of the other materials, see Appendix A.1.1. We find different electron and hole valleys at $K$, $\Gamma$ and $\Sigma$ in the highest valence and lowest conduction band and a direct (DFT) band gap of 1.7 eV at $K$. The orbital characters (marked in color in Fig. 3.1.4) of the bands around the Fermi energy, which describe the low-energy states, have predominantly metallic d-orbital character with $m_l = 0$ ($d_z^2$) and $m_l = \pm 2$ ($d_{xy}, d_{xz} - y^2$). Furthermore, they are completely decoupled from the other states with $m_l = \pm 1$ ($d_{yz}, d_{xz}$) due to symmetry reasons. Around $\Gamma$ there is also weight of the sulfur $p$ orbitals, especially in
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the lowest conduction band (as can be seen in the right panel of Fig. 3.1.4) stemming mainly from the $p_x$ and $p_y$ states. The band gap in TMDCs is opened due to the strong hybridization between the metallic $m_l = \{0, \pm 2\}$ orbitals [137, 148] leading to a strong character variation within the low-energy bands. For example, at $\Gamma$ the highest valence band has $d_{z^2}$ character while we find this orbital weight in the lowest conduction band at $K$.

Another property of 2H-TMDCs is a relatively strong spin-orbit splitting [149–151] of the electronic bands due to the lack of inversion symmetry in the monolayer limit, confinement of the electron motion in a plane and the high mass of the elements. Since $K$ and $K'$ are not time-reversal invariant momenta, the spin degeneracy at these points is lifted with an especially strong effect on the valence band. The spin splitting ranges between 0.15 and 0.45 eV [152] with the larger splitting found in the W based materials. Additionally due to the lack of inversion symmetry and the strong spin-orbit coupling a coupling of valley and spin physics is observed [153].

3.1.3. Optical properties

The electronic properties of TMDCs also influence their optical properties. For example is the transition from an indirect to a direct semiconductor in MoS$_2$ visible in absorption spectra [142] or by an enhancement of the photoluminescence [142, 144] making them promising for optical applications.

The theoretical [147] and experimental [142] absorption spectra are shown in Fig. 3.1.5. We find two sharp absorption peaks around 2 eV corresponding to the direct band gap transitions at the $K$ and $K'$ points separated by the spin-orbit splitting. The theoretical data was calculated using the RPA method (blue) and solving
the BSE on top of a GW input (black). The GW quasiparticle band gap is indicated as grey line. As described in Section 2.5 the BSE contain additional many-body effects beyond the GW approximation including electron-hole interactions. The absorption edge around 2.6 eV in the RPA data is due to inter-band absorption between the highest valence and lowest conduction band and thus gives the quasiparticle band gap. The peaks around 2 eV are not present in the RPA data, meaning these are excitonic states resulting from bound electron-hole pairs from the K and K’ valleys. For a more detailed discussion on absorption spectra in 2d TMDCs see Refs. [21, 142, 154–156].

Due to the binding of the electron-hole pair the optical measurable band gap respectively the energy of any excitonic states is reduced in comparison to the quasiparticle band gap. The difference between the excitonic energy and the quasiparticle gap is the exciton binding energy $E_b$ as introduced in Section 2.5.1. Binding energies in MoS$_2$ are on the order of several hundred meV, for the lowest exciton even on the order of 1 eV [157, 158] which is one magnitude larger than for conventional bulk systems [159, 160]. These large binding energies can be explained by screening effects in two-dimensional materials. The electron-hole binding results from the attractive Coulomb interaction. In two dimensions the screening is decreased and thus the Coulomb interaction is increased. Hence a stronger interaction yields larger binding energies. [21, 142, 155, 156, 161, 162] A more detailed discussion on the Coulomb interaction in 2d materials can be found in the following section.
3.2. Coulomb interaction in 2d materials

The peculiar Coulomb interaction in 2d materials is responsible for many of the interesting optoelectronic properties of 2d materials as for example excitonic (see Section 3.1.3) or plasmonic effects [83, 163, 164]. In 2d the Coulomb interactions between charge carriers is enhanced [118, 165, 166] compared to bulk materials because of weak internal screening [21, 120, 157]. In a simplified picture sketched in Fig. 3.2.1b this can be explained with field lines between two charges that do not pass only through the material itself as in bulk but also through its environment. The larger the distance of the charges the more field lines go outside of the monolayer. In vacuum this means that the long-range part of the interaction is only weakly if at all screened yielding highly non-local and remarkably strong Coulomb interactions [118, 154, 155, 157]. Thus the dielectric function is strongly \( q \) dependent as shown for monolayer MoS\(_2\) in Fig. 3.2.1c\(^1\). For small wave-vectors \( q \) the polarizability \( \alpha \) of an isotropic 2d semiconductor is related to \( \varepsilon \) with: \( \varepsilon(q) = 1 + |q| \alpha \) yielding the long wavelength limit \( \varepsilon(q \to 0) = 1 \) [168].

\(^1\)The dielectric function was obtained using the Wannier Function Continuum Electrostatics [167] approach, which will be explained in Section 6.2.2

Figure 3.2.1.
(a) \( G_0W_0 \) band structure of MoS\(_2\) for the low-energy bands around the Fermi energy in comparison to the DFT band structure. Most importantly including correlation effects lead to an enhancement of the quasiparticle band gap. (b) Sketch of the electric field lines of a 2d material. (c) Static dielectric function of monolayer MoS\(_2\) for the in-plane wave vectors \( q_\parallel \).
The weak intrinsic screening enhances effects of the self-energy and consequently has a direct influence on the quasiparticle band structure of a 2d material. As already discussed in Section 2.2, DFT calculations underestimate the absolute value of the band gap due to the neglect of Coulomb-interaction induced correlation and in particular non-local exchange effects. In 2d materials this can only be a crude approximation and more sophisticated methods have to be used, e.g. the $G_0W_0$ approximation introduced in Section 2.4.3. The resulting band structure compared to DFT results is shown in Fig. 3.2.1a for MoS$_2$. The main effect observed is an enhancement of the native band gap due to a stronger hybridization between the $m_l = \{0, \pm 2\}$ block. This mechanism will be discussed in more detail in Section 4.2.

Different calculations report a range of quasiparticle gaps for MoS$_2$ from 2.4 to 2.8 eV [19, 154, 157, 168] (without considering spin-orbit couplings) and even 2.3 eV with spin-orbit coupling [147]. A more sophisticated treatment of the Coulomb interaction thus increases the fundamental band gap from DFT calculations on the order of 1 eV.

Yet the wide range of reported quasiparticle band gaps already show that converging $G_0W_0$ calculations is not a simple task [155, 169]. On the one hand, various calculation parameters as the k-point sampling or the energy cut-offs to ensure the inclusion of a sufficient number of empty states have to be carefully converged. Often, a compromise between numerical feasibility and converged results has to be found. On the other hand, the long-ranged tail of the Coulomb interaction leads to other numerical problems for $G_0W_0$ calculations of 2d materials. In practice the monolayer is embedded in a three dimensional cell where adjacent sheets are separated by a large vacuum distance $h_{\text{vac}}$. This repeated slabs create artificial screening between the layers and in turn reduce the resulting band gap. Thus, the inclusion of the Coulomb interaction and with that of the dielectric function must be done carefully taking into account that the dielectric function is highly q dependent [155, 167]. There are several options to overcome this problem. Firstly, the band gaps can be extrapolated for infinite vacuum height from several calculations with different vacuum distances [19, 155]. Secondly, truncated Coulomb interactions are used to suppress the interaction between adjacent sheets [155, 170, 171]. A third approach uses the macroscopic screening properties of the bulk material to correct the long-ranged dielectric function of the monolayer [167]. A detailed description of this method called Wannier function continuum electrostatics (WFCE) can be found in Section 6.2.2. More details on the description of dielectric screening in 2d TMDCs are given in Ref. [168, 169].

Most important for our studies is that the interactions between charge carriers are highly sensitive to the local dielectric environments due to the additional screening. Thus in thin layers the Coulomb interaction can be drastically manipulated through external screening influencing the band gap on an electron Volt scale [19–21]. This has become a largely discussed field in the last few years as seen in Refs. [19, 21, 112, 120, 155, 161, 167, 172–187] and many more.
Figure 3.2.2.
Different possible heterostructures in 2d materials. (a) Van-der-Waals heterostructures taken from Ref.[6], where different 2d materials are stacked on top of each other. (b) Lateral heterostructure consisting of MoS$_2$(grey spheres) and WS$_2$ (green spheres) (c) Coulomb engineered heterostructure with a spatially structured dielectric environment of graphene (red atoms) and vacuum.

The dependence of the band gap on screening allows for using substrates as external tuning knob for electronic properties leading to the possibility to induce heterojunction in homogeneous monolayer. This is the foundation for Coulomb engineered heterostructures, which will be discussed in more detail in the next chapter and throughout this thesis.

3.2.1. Coulomb engineering: Tuning the band gap
Heterojunctions are building blocks of various technical applications as transistors or solar cells. In 2d materials there are several possibilities to create the desired band gap modulations as depicted in Fig. 3.2.2. Vastly studied are van-der-Waals-heterostructures stacking different monolayers on top of each other [6, 12–18, 117] (Fig. 3.2.2a). Another approach especially in TMDCs due to their similar lattice constants are lateral heterostructures [8–11] where two materials are grown together parallel to the crystal plane (Fig. 3.2.2b). We make use of the peculiar properties described in the previous section to propose a new kind of heterostructure in which
we introduce laterally structured environments as shown in Fig. 3.2.2c to manipulate the quasiparticle band gap.

We introduced this so-called Coulomb-engineered heterostructures in 2016 [22]. First experiments supporting our findings followed shortly afterwards [188, 189] and triggered new studies in this field [177, 190–192]. The possibility to use substrates to externally control the band gap as well as excitons [181, 193–199] or plasmons [83, 200], turned out to be a promising new method to tailor new electronic, excitonic and optoelectronic devices.

Next to screening effects the quasiparticle band gap can also be manipulated by mechanical strain or stress [201–203], applied electrical or magnetic fields [204, 205] or electron hole doping [205–207]. In this work we will focus only on the band gap manipulation via screening. We will discuss the electronic and optical properties of Coulomb engineered Heterojunctions using multiscale models in Chapter 4 and 5 and turn to a material realistic description in Chapter 6.

3.3. Minimal tight-binding model

We aim to find simple yet accurate descriptions of the band structures of the TMDCs to obtain material realistic but easy to handle models. In principle all properties of interest, like the influence of external screening, can be calculated by means of full many-body ab-initio methods. However, these methods are numerically very demanding and it can be difficult or even impossible to get converged results for the investigated systems (as we will show in Section 6.1).

The derived models will be the basis of our treatment of additional many-body effects without the necessity to redo computationally demanding ab-initio calculations every time when external parameters change. The relevant physics for the investigations in this thesis are described by the low-energy bands around the Fermi energy. As shown in in Fig. 3.1.4 in this energy region the main bands contributing are the highest valence band and the two lowest conduction bands with \( n_l = \{0, \pm 2\} \) orbital character. These orbitals can build a minimal basis for a three-band tight-binding Hamiltonian \( H_{\alpha\beta}(k) \) [150].

We use a tight-binding Hamiltonian based on band structures resulting from \( G_0W_0 \) calculations. The hopping matrix elements are determined with the Wannier90 [36] code, where the \( G_0W_0 \) states are projected onto the three orbitals of the minimal basis. An appropriate inner energy window is chosen to include the highest valence band and as much of the lowest conduction band as possible to ensure the best reproducibility of the \( G_0W_0 \) band structure. With that procedure the formally neglected states from the chalcogen \( p \) orbitals are indirectly accounted for. We do not perform the maximal localization scheme but use only the disentanglement procedure to maintain the dominant orbital features (as for example the \( d_{z^2} \) weights at \( K \)).
3.3. Minimal tight-binding model

All band structures resulting from $G_0W_0$ calculations shown in this work (c.f. Fig. 3.2.1a) were derived by using Wannier constructions. The derived tight-binding Hamiltonian are used to include additional external effects as described in Section 6.2.1.

The spin-orbit coupling (SOC) can be treated on top of the tight-binding Hamiltonian by considering a Russel-Saunders interaction with a $k$-dependent coupling parameter. The Hamiltonian becomes $H_{\alpha\beta}(k) = H_{\alpha\beta}(k) \otimes I + H_{SOC}(k)$ [150, 156] with the $2 \times 2$ unity matrix $I$ and

$$H_{SOC}(k) = \lambda(k) \mathbf{L} \cdot \mathbf{S} = \frac{\lambda(k)}{2} \begin{pmatrix} L_z & 0 \\ 0 & L_z \end{pmatrix}$$

(3.3.1)

with

$$L_z = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 2i \\ 0 & -2i & 0 \end{pmatrix}.$$  

(3.3.2)

The coupling-parameter $\lambda(k)$ is chosen such that the SOC induced splitting at the valence and conduction band matches the splitting resulting from GGA calculations. It additionally accounts for the contribution of the sulfur $p$ orbitals to the effective three-band model reducing the coupling strength throughout the Brillouin zone. With

$$\lambda(k) = \lambda_0 \cdot e \cdot \left(1 - \frac{|k - K|}{|K|}\right)^2 \cdot e^{-\left(1 - \frac{|k - K|}{|K|}\right)^2}$$

(3.3.3)

and $\lambda_0$ as the spin splitting at the $K$ point the GGA band structures are reproduced reasonably well [156]. The used $\lambda_0$ for the semiconducting TMDCs can be found in Appendix A.1.1.
4. 2D Heterojunctions from Non-local Manipulations of the Interactions

In the following chapter, we will follow the idea of Coulomb engineering introduced in Chapter 3.2.1 and tune the band gap of a 2d material by manipulating the Coulomb interaction through an environment. We use ab-initio calculations to show that Coulomb interaction induced self-energy corrections are sufficiently non-local in real space to be manipulated externally but still local enough to induce spatially sharp interfaces within an otherwise homogeneous monolayer to form heterojunctions. With generic semiconductor models we can create the first Coulomb engineered heterostructures built by monolayers placed in laterally structured dielectric environments. The results shown in this chapter were obtained by M. Rösner and myself and were published in *Nano Lett.* 16, 2322 (2016) [22]. M. Rösner was responsible for the ab-initio calculations while I performed the model calculations in real space. The manuscript was prepared by M. Rösner and myself with comments and remarks by M. Lorke, C. Gies, F. Jahnke and T. Wehling. The reader will find most parts of the following chapter and its appendix A.2 in the original article.

4.1. Introduction

Heterojunctions are central building blocks of various applications [2, 3] in modern optoelectronics. Apart from planar junctions, which are the basis of light-emitting diodes and solar cells, more complex structures such as quantum wells [208] or quantum dots [209] hold promises in the context of quantum information processing. In the bulk, e.g. in GaAs / InGaAs material systems, heterojunctions are often fabricated by epitaxy, which can be employed up to industrial scales. In addition, also monolayer thin 2d materials including semiconducting TMDCs have been assembled into structures like vertical or lateral heterojunctions as shown in Section 3.2.1. All of these systems rely on interfaces of different materials in order to gain spatial band-gap modulations. The epitaxial fabrication of well defined interfaces with the desired electronic properties underlies constraints due to available materials, and can in practice be very challenging.
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Figure 4.1.1.
Sketches of a monolayer (blue) in different heterogeneous dielectric environments. (a), (c) and (d) show situations with structured dielectric substrates while in (b) adsorbed polarizable molecules are responsible for the heterogeneous dielectric environment.

In this work we make use of the peculiar properties of Coulomb interaction in 2d semiconductors (see Section 3.2). Since the Coulomb interaction can modify band gaps on an eV scale and is drastically manipulable through external screening [120, 161, 167, 173, 174, 210–213], the band gap can be controlled by the dielectric surroundings of the monolayer.

We propose a new scheme to build heterojunctions within a single homogeneous layer of a 2d material based on non-local manipulations of the Coulomb interaction, that is the controlled manipulation of the long-range characteristics of the Coulomb interaction within the layered material. By placing a 2d semiconductor into a laterally structured environment (e.g. a substrate with laterally varying dielectric constants as depicted in Fig. 4.1.1), the Coulomb interaction within the 2d material changes spatially and with it, the local band gaps are modulated as well. Thus, band-gap variations like in a heterojunction can be induced externally in a homogeneous monolayer by an appropriately structured dielectric environment.

The possible technical relevance of such Coulomb engineered heterojunctions is defined by (i) the size of achievable band gap modulations and (ii) the intrinsic length scale over which these modulations take place. We show that changes in the Coulomb interaction can induce band-gap modulations in the range of several 100 meV on the length scale of a few lattice spacings in homogeneous MoS\(_2\). To this end, we consider in a first step a free standing MoS\(_2\) monolayer and analyze Coulomb interaction effects as manifesting in the electronic self-energy in real space. Based on GW calculations, we demonstrate that the dominant self-energy terms are indeed limited to the length scale of a few unit cells. In order to study heterogeneous systems as shown in Fig. 4.1.1, we switch to a generic 2d semiconductor model that is quantitatively based on our ab-intio GW results. Using this model, we demonstrate that a spatially inhomogeneous environment allows to induce externally a heterojunction of type-II in MoS\(_2\).
4.2. Real space extent of the self-energy

As discussed in Chapter 3.1.2 the band gap in TMDC and with that also in MoS\(_2\) is opened due to hybridization effects between the \(d_{z^2}\) and the \(\{d_{xy}, d_{x^2-y^2}\}\) states. To take Coulomb interaction effects into account and investigate the effects to the hybridization mechanism, we perform \(G_0W_0\) (\(GW\)) calculations. With that we can study in detail how the band gap is affected by the Coulomb interaction leading to the larger band gaps found in \(GW\) calculations (see Chapter 3.2). Additionally, we can examine with a real space description the locality of the Coulomb interaction, which is a crucial internal parameter for spatially sharp band-gap modulations in Coulomb engineered heterostructures.

We derive the corresponding self-energy in real space from a comparison of DFT and \(G_0W_0\) calculations (see Appendix A.2.1 for the numeric details) utilizing the Dyson equation (c.f. Eq. (2.4.16)):

\[
\Sigma = G_{\text{DFT}}^{-1} - G_{\text{GW}}^{-1}, \tag{4.2.1}
\]

where \(G_{\text{DFT}}\) and \(G_{\text{GW}}\) are the electronic Green functions obtained from corresponding calculations. Within the quasiparticle approximation, the Green functions

\[
G_{\text{GW/DFT}}^{-1} = \left(z + \mu - H_{\text{GW/DFT}}\right), \tag{4.2.2}
\]

can be obtained from the Hamiltonians \(H_{\text{GW}}\) and \(H_{\text{DFT}}\) in Wannier basis describing the DFT and \(G_0W_0\) band structures, respectively:

\[
H_{\alpha\beta}^{\text{GW/DFT}}(k) = \sum_{\mathbf{R}} e^{i \mathbf{k} \cdot \mathbf{R}} t_{\alpha\beta}^{\text{GW/DFT}}(\mathbf{R}) \tag{4.2.3}
\]

with the quantum numbers \(\alpha, \beta \in \{d_{z^2}, d_{xy}, d_{x^2-y^2}\}\) denoting the dominating orbital characters of the wave functions. Then, the real space self-energy is approximated as

\[
\Sigma_{\alpha\beta}^{\text{GW}}(\mathbf{R}) = t_{\alpha\beta}^{\text{GW}}(\mathbf{R}) - t_{\alpha\beta}^{\text{DFT}}(\mathbf{R}) - \Delta \mu \delta_{\mathbf{R}0} \delta_{\alpha\beta}, \tag{4.2.4}
\]

where \(\Delta \mu\) aligns the Fermi energies between the DFT and \(G_0W_0\) calculations, which is realized by choosing \(\Delta \mu\) such that \(\text{Tr} \left[\Sigma_{\alpha\beta}^{\text{GW}}(0)\right] = 0\).

In Fig. 4.2.1 we show a map of \(\Sigma_{\alpha\beta}^{\text{GW}}(\mathbf{R})\), which visualizes the \(\mathbf{R}\) dependent renormalizations of the tight-binding hopping matrix elements due to the Coulomb interaction corrections included in \(GW\). These elements can be separated into intra- and inter-orbital contributions arising from induced changes in the intra- (\(\alpha \leftrightarrow \alpha\)) and inter-orbital (\(\alpha \leftrightarrow \beta\)) hoppings. In more detail, there are local renormalizations \(\Sigma_{\alpha\beta}(\mathbf{R} = 0)\), and, more importantly, non-local self-energy terms \(\Sigma_{\alpha\beta}(\mathbf{R} \neq 0)\) (the colored cells around the central unit cells in each panel) which result from the non-local character of the Coulomb interaction.
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The strongest contributions to the self-energy are non-local inter-orbital exchange terms, which directly increase the hybridization and with that the band gap. Thus the enhanced band gap in GW calculations results from non-local inter-orbital contributions of the Coulomb interaction. Even though we find non-local contributions to \( \Sigma \), as expected from the long-range character of the Coulomb interaction in 2d, the most sizable contributions are clearly localized within a radius of less than three unit cells. Hence despite the self-energy being non-local, it could still facilitate sharp band-gap modulations in the case of structured dielectric environments, which will be discussed in the following section.

The real space structure of \( \Sigma^{GW}_{\alpha\beta}(\mathbf{R}) \) is determined by the corresponding orbital symmetries. Since the \( d_z^2 \) orbital is invariant under the operations of the threefold rotation symmetry of the MoS\(_2\) lattice, the self-energy in the \( d_z^2/d_z^2 \) panel of Fig. 4.2.1 shows the full symmetry of the lattice. The \( d_{xy} \) and \( d_{x^2-y^2} \) orbitals belong to a two-dimensional representation of the crystal symmetry point group, which leads to a more complex structure of the corresponding self-energy terms, as seen in the \( d_{xy} \) and \( d_{x^2-y^2} \) panels in Fig. 4.2.1.

**Figure 4.2.1**
Real space representation of the GW self-energy \( \Sigma^{GW}_{\alpha\beta}(\mathbf{R}) \) of MoS\(_2\) within the minimal Mo \( d \) basis. The gray lines mark the hexagonal Wigner-Seitz unit cells of the MoS\(_2\) lattice, where the Mo atoms are assumed to be in the center of the cells.
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Now we turn to structured dielectric environments as depicted in Fig. 4.1.1. Because of the broken translational symmetry $GW$ calculations become numerically extremely demanding. As an alternative, we now use a model system that mimics the essential gap-opening mechanisms and interaction effects present in semiconducting TMDCs and, at the same time allows us to study the influences of a structured dielectric environment on the local density of states (LDOS) and the resulting spatial variation of the band gap.

4.3.1. Minimal semiconductor tight-binding model for MoS$_2$

To mimic the hybridization effects leading to the gap opening in monolayer MoS$_2$, we resort to a two-band model as illustrated in Fig. 4.3.1: We consider a hexagonal double-layer lattice, where the layers A and B mimic the $d_{z^2}$ and $\{d_{xy}/d_{x^2-y^2}\}$ blocks, respectively. The in-plane lattice constants are chosen corresponding to MoS$_2$ with $a = 3.18 \text{ Å}$ and the vertical distance is set to $c = a/4$ in the following. The corresponding tight-binding Hamiltonian is given by

$$H_{\text{SP}} = \sum_{ij} t_{ij} c_i^\dagger c_j,$$

(4.3.1)

where $c_i^\dagger$ ($c_i$) creates (annihilates) an electron in an orbital at lattice site $i$. The parameters $t_{ij}$ describe either hybridization $t_{ij} = t_\perp$ between A and B type orbitals inside the same unit cell (which appears like vertical hopping in the illustration of Fig. 4.3.1) or "in-plane" hopping $t_{ij} = t$ (respectively $t_{ij} = -t$) if $i$ and $j$ are nearest
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Figure 4.3.2.

a) Tight-binding band structure of the single-particle Hamiltonian with hybridization $t_\perp \neq 0$ (black line) and the in-plane dispersions for the two layers mimicking the d-orbital blocks (blue and red line). b) Sketch of the band-gap opening mechanism of the applied model. The \( \mathbf{k} \)-region in which the hybridized band structure (black line) differs from the in-plane dispersions (dashed gray lines) is \( \delta \mathbf{k} \). The Fermi velocity \( v_F(\mathbf{k}) = |\partial_{\mathbf{k}} \varepsilon_{||}(\mathbf{k})| \) is proportional to the slope at \( \mathbf{k} \) and thus \( \delta k \approx t_\perp/v_F(\mathbf{k}) \).

neighbors within the A (B) block. As there are two orbitals per unit cell, the resulting \( \mathbf{k} \)-space representation of the Hamiltonian is a \( 2 \times 2 \) matrix

\[
H_{\text{SP}}(\mathbf{k}) = \begin{pmatrix}
\varepsilon_{||}(\mathbf{k}) & t_\perp \\
t_\perp & -\varepsilon_{||}(\mathbf{k})
\end{pmatrix}.
\] (4.3.2)

The in-plane dispersion becomes in this situation the tight-binding dispersion of the 2d hexagonal lattices within nearest neighbor approximation

\[
\varepsilon_{||}(\mathbf{k}) = t \sum_{j=1}^{6} \exp(i\mathbf{\delta}_j \cdot \mathbf{k})
\] (4.3.3)

with \( \mathbf{\delta}_j \) connecting in-plane Mo nearest-neighbors. The hopping parameters (see Appendix A.2.2) are chosen to reproduce the band width \( (W_{||} \approx 1.0 \text{ eV}) \) and the DFT band gap \( (\Delta \approx 2.0 \text{ eV}) \) of MoS\(_2\), which is similar to other semiconducting TMDCs [129]. In Fig. 4.3.2a) we show the band structure obtained from diagonalizing Eq. (4.3.2) with hybridization \( t_\perp \neq 0 \) (black line) and without hybridization \( t_\perp = 0 \) (blue and red line). For \( t_\perp = 0 \) we see two non hybridized bands with opposite
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slopes (due to $\varepsilon_{\parallel}^A = -\varepsilon_{\parallel}^B$) and a crossing between $\Gamma$ and $K$ and $\Gamma$ and $M$. When we increase $t_\perp > 0$ we see a gap opening because of the hybridization at the crossing and a shift by $\pm t_\perp$ at $\Gamma$. This gap opening, namely hybridization, has the same origin as described before in semiconducting TMDCs. The direct band gap at $K$ is not reproduced due to neglecting the second $m_l = \pm 2$ band. In fact, Eq. (4.3.2) is the most simple description of a 2d semiconductor.

4.3.2. Including the Coulomb interaction

The Coulomb interaction gives rise to electron-electron, electron-ion and ion-ion interaction terms: $H_{\text{Coulomb}} = H_{\text{ee}} + H_{\text{ei}} + H_{\text{ii}}$. The ions are assumed to have a fixed positive charge $Ze = +1e$ to ensure charge neutrality of the whole system, i.e. $Z = 2\bar{n}$, where $\bar{n}$ is the average electron occupation per spin and orbital. The ionic positions are assumed to be fixed. Thus, $H_{\text{ii}}$ leads to a constant shift of the total energy, which will be neglected in the following. The remaining Coulomb terms read [26, 27]

$$H_{\text{ee}} = \frac{1}{2} \sum_{ij\sigma\sigma'} U_{ij} c_{i\sigma}^{\dagger} c_{j\sigma'}^{\dagger} c_{j\sigma'} c_{i\sigma},$$

$$H_{\text{ei}} = -\sum_{ij\sigma} U_{ij} \hat{n}_{i\sigma} Z,$$

where $U_{ij} = U(r_i, r_j)$ is the interaction energy between electrons or ions at sites $r_i$ and $r_j$, $\sigma$ labels the electron spin, $c_{i\sigma}^{\dagger}$ ($c_{i\sigma}$) are the corresponding electronic creation (annihilation) operators, and $\hat{n}_{i\sigma} = c_{i\sigma}^{\dagger} c_{i\sigma}$ are electron occupation operators.

The inclusion of the Coulomb interaction in our model induces a correction to the single-particle Hamiltonian. As we show in Section A.2.3 in Hartree Fock approximation the real space Hamiltonian for our model system yields

$$H = \sum_{ij} t_{ij} c_{i\sigma}^{\dagger} c_{j\sigma} + \sum_{ij} \Sigma_{ij} c_{i\sigma}^{\dagger} c_{j\sigma}$$

with the Hartree-Fock self-energy [27]

$$\Sigma_{ij} = \delta_{ij} \sum_l 2U_{il} \delta n_l - U_{ij} \langle c_l^{\dagger} c_l \rangle,$$

where $\delta n_l = \langle \hat{n}_l \rangle - \bar{n}$ is the deviation from the average occupation $\bar{n}$. Spin indices are suppressed as $\Sigma_{ij}$ is spin diagonal.
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The environment of the material screens the bare Coulomb potentials \( v_{ij} \) via the dielectric function \( \varepsilon_{ij} \) and correspondingly modifies the interaction matrix elements \( U_{ij} \),

\[
U_{ij} = \int \varepsilon^{-1}(\mathbf{r}_i, \mathbf{r}_j)v(\mathbf{r}_i, \mathbf{r}_j)d^3r_i.
\]  

(4.3.8)

For heterogeneous environments, as illustrated in Fig. 4.1.1, the corresponding background screened Coulomb interaction can be obtained from a solution of the resulting Poisson equation. In general, numerical schemes need to be employed for this purpose, although analytical results exist for simplified situations. For example for a laterally structured environment as depicted in Fig. 4.1.1c) with zero layer height, we can use the method of mirror charges as shown in Section A.2.4 to derive an analytic expression for the Coulomb matrix elements \( U_{ij} \). For this system, we are able to calculate self-consistently \( \Sigma_{ij} \) from Eq. (4.3.7) and the corresponding local density of states for arbitrary dielectric environments with static dielectric constants \( \varepsilon_1 \) and \( \varepsilon_2 \).

4.3.3. Local density of states for heterostructure induced by laterally structured environment

![Figure 4.3.3.](image)

Local density of states for different unit cells along a line perpendicular to the dielectric interfaces of the substrates. The dielectric constant \( \varepsilon_2 = 15 \) is fixed in all panels and \( \varepsilon_1 \) is varied from 15 to 5 from left to right. Thus the leftmost panel corresponds to a homogeneous environment. Negative unit cells correspond to unit cells lying in the area with \( \varepsilon_1 \) and positive ones to \( \varepsilon_2 \). The model parameters are set to \( t = 0.26 \) eV, \( t_\perp = 0.85 \) eV, \( a = 3.18 \) Å (in-plane lattices constant) and \( c = a/4 \) (layer separation).

In Fig. 4.3.3 we present a direct visual account of the band-gap variation induced by a laterally changing dielectric environment, as indicated by the sketch of the heterostructure. We show the LDOS for substrates with varying \( \varepsilon_2/\varepsilon_1 \) ratios and fixed \( \varepsilon_2 = 15 \). The leftmost panel of Fig. 4.3.3 corresponds to a homogeneous environment. In all panels two main characteristics can be clearly seen: The van-Hove singularities
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(vHS) as maxima in the LDOS (c.f., Fig. 4.3.2 at the M point), and spatially dependent band gaps $E_{\text{gap}}(r)$ as energy ranges where the LDOS vanishes between the singularities\(^1\).

The overall variation of the band gaps along the spatial direction is reminiscent of a heterojunction band diagram of type-II. $E_{\text{gap}}(r)$ is clearly reduced in the $\varepsilon_2$ region on the right hand side of each panel ($E_{\text{gap}} \approx 1.9$ eV for $\varepsilon_2 = 15$) compared to the $\varepsilon_1$ area on the left hand side of the panels ($E_{\text{gap}} \approx 2.9$ eV for $\varepsilon_1 = 5$) as a result of stronger external screening effects of the $\varepsilon_2$ substrate and correspondingly reduced Coulomb interaction. For all $\varepsilon_2/\varepsilon_1 > 1$ ratios, we find a nearly vanishing conduction-band offset (CBO), while the different band gaps can be tuned precisely between both regions.

The kind of band diagram shown in Fig. 4.3.3 will arise in all systems shown in Fig. 4.1.1, although the effect of the structured environment is strongest in the setups corresponding to the panels Fig. 4.1.1a and Fig. 4.1.1c. To have a strong effect in the other situations the substrate $\varepsilon$ in Fig. 4.1.1b or the capping layer $\varepsilon_3$ in Fig. 4.1.1d should be significantly less polarizable compared to the adsorbed molecules or $\varepsilon_1/2$, respectively.

Most importantly for electronic functionalities and particularly regarding electronic transport in these heterojunctions, the band-gap changes within less than 5 unit cells around the interface, which holds for the whole range of $\varepsilon_2/\varepsilon_1$ ratios presented in Fig. 4.3.3. In lateral heterojunctions made from stitching together different TMDCs, a comparable length scale has been reported [9]. Thus, we find a similar behavior with the difference, that here the heterojunction does not arise from different materials, but is induced externally by structuring the dielectric substrate.

4.3.4. Length scale over which band-gap variations can be realized

There are intrinsic and extrinsic factors limiting the length scale over which band-gap variations in dielectrically induced heterojunctions can be realized. The major extrinsic factor determining the sharpness of the induced band-gap variation, is the length scale on which the dielectric environment changes, which depends on experimental substrate or adsorbate preparation procedures. There are several experimental ways to realize nearly atomically sharp variations of the dielectric polarizability of the environment of a 2d material. Examples range from the extreme case of substrates containing holes [142, 214, 215], patterned adsorption of polarizable molecules [216–219], and intercalation or adsorption of atoms [220, 221] to self-organized growth of structured dielectrics by epitaxial means [222–225].

\(^1\) Since an artificial broadening $\delta = 5$ meV is involved in the evaluation of the LDOS it never vanishes completely. Therefore we consider values smaller than 0.02 as zero.
A lower intrinsic bound for the length scale, on which the band-gap variation takes place is defined by the spatial extent of the self-energy which can be deduced qualitatively from the underlying model. According to Eq. (4.3.7) the range of the self-energy is limited by the real space decay range of the correlation functions $\langle c_j^\dagger c_i \rangle$ which translates to the region $\delta k$ in reciprocal space (see Fig. 4.3.2b) in which we find significant changes of the in plane band structure due to hybridization. We can approximate $\delta k$ using the Wannier Hamiltonian in $k$-space representation, Eq. (4.3.2). The hybridization gap is of the order of $\propto t_\perp$ around $\epsilon_\parallel = 0$ (as shown in Fig. 4.3.2b) in a region extending about $\delta k \approx t_\perp / v_F$. The Fermi velocity $v_F = |\partial_k \epsilon_\parallel (k)| \approx W_\parallel a$ associated with the in-plane dispersion is proportional to the band width of the dispersion $W_\parallel \propto t$. By the uncertainty principle, the momentum-space extent $\delta k$ translates into a range $\delta r \sim 1/\delta k \approx W_\parallel a/t_\perp$ of the correlation functions $\langle c_j^\dagger c_i \rangle$ in real space. As a consequence, $\Sigma_{ij}$ is generically limited to the scale of a few unit cells as long as hybridization ($t_\perp$) and band width ($W_\parallel \propto t$) are similar in size.

This finding is reflected in the numerical data for the non-local real space self-energy $\Sigma_{ij}$ depicted in Fig. 4.3.4. In analogy to the discussion of the MoS$_2$ GW self-energy in the homogeneous case, we show in Fig. 4.3.4 the self-energy in the middle of the $\epsilon_1 = 5$ area of the heterostructure. Here, the local dielectric environment is essentially homogeneous and thus comparable to the fully homogeneous case. The off-diagonal self-energy terms shown in Fig. 4.3.4 are by definition non-local, as they describe modulations of interlayer couplings (separated by $R_z = c$), but significant contributions are limited to a single unit cell. For orbitals in the same layer (diagonal panels in Fig. 4.3.4), the self-energy is smaller, and substantial contributions are limited to about two unit cells. Hence the real space structure of the model self-energy in this homogeneous-like area of the system is quite similar to the self-energy in MoS$_2$ obtained from full ab initio calculations (see Fig. 4.2.1).
More specifically, the Hartree contribution of the self-energy $\Sigma^H$ is diagonal and has hardly any effect on the band structure. Especially the non-local Fock terms $\Sigma^F$, as we show in more detail in Section A.2.6, increase the band gap by modifying the hybridization (as seen in $\Sigma_{AB}/\Sigma_{BA}$ in Fig. 4.3.4). This tendency is independent of the dielectric constant and inherent to all semiconducting 2d materials where band gaps result from hybridization effects. Consequently, in all materials of this kind, heterojunctions can be induced by an external manipulation of the Coulomb interaction.

4.4. Conclusions

For Coulomb engineered heterojunctions we expect that screening and exchange-interaction induced confinement potentials affect uncorrelated electrons and holes quite differently compared to correlated electron-hole pairs. For instance, optical absorption energies related to the excitation of correlated electron-hole pairs (i.e. excitons) depend on the quasiparticle band gaps but also on the excitonic binding energies which are both decreased by a highly polarizable dielectric environment. Hence, the excitonic absorption energies will change less by external manipulations of the Coulomb interaction [174] than the single-particle properties, which are most relevant for electronic transport. As a consequence, the relation between optical and transport properties in the kind of heterojunctions proposed here will likely differ from heterojunctions created by stitching different materials together. We will discuss the influence of Coulomb engineering on excitonic properties in Chapter 5.

We have demonstrated that in MoS$_2$, as a typical 2d TMDC semiconductor, heterostructures can be formed by means of spatially structured dielectric environments. For this purpose, we have used ab-initio calculations and a generic 2d semiconductor model, to show, that the external manipulation of the Coulomb interaction allows for sharp, spatially modulated band gaps. Hence new kinds of heterojunctions can be constructed by placing semiconducting 2d materials on appropriately structured substrates as was later also confirmed experimentally [188, 191]. Similarly, polarizable molecules could be deposited on top of 2d materials to cover parts of the surface to form heterojunctions. Such heterojunctions bring the advantage that only the environment of the active material but not the material itself needs to be structured during the fabrication process. One could thus add the active 2d semiconducting layer to independently pre-structured dielectric layers which is very attractive from a fabrication point of view.

While we consider a single interface in this work, our findings can be generalized to more complex structures. One can for instance use two parallel interfaces to realize a quantum wire-like structure. Finally, with four interfaces (two in the x- and two in the y-direction) or also partial coverage of finite areas with adsorbates quantum dots could be externally induced in monolayers of homogeneous 2d materials.
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In the previous chapter, we showed the influence of dielectric screening on the quasiparticle band gap and how to create Coulomb engineered heterostructures. As already mentioned in Section 3.1.3, not only the electronic but also the optical properties in 2d TMDCs are of interest. In this chapter we investigate how external screening shapes excitons in 2d semiconductors embedded in a laterally structured environment. The results presented have been published in Phys. Rev. B 96, 045431 (2017) [226]. The calculations were done by myself with help of D. Mourad, the manuscript was written by myself and D. Mourad with remarks from T. Wehling. Additional comments were given by M. Rössner, M. Lorke, C. Gies, F. Jahnke and G. Czycholl. The reader will find most of the following text and its appendix A.3 in the original article.

5.1. Introduction

As discussed in detail in Section 3 Coulomb interaction causes pronounced correlation phenomena such as superconductivity [227–231], charge-density waves [232–235], magnetism[236–239] and strong excitonic effects [19, 21, 120, 154, 156, 161, 240] in 2d materials. Monolayers of these materials realize atomically thin electronic systems, where the Coulomb interaction is strongly dependent on the dielectric environment as for instance the substrate of the material. This leads to the exciting opportunity to control interaction driven material properties externally and non-invasively via screening of the substrate or some adsorbates: for instance, laterally structured substrates (see Fig. 5.1.1) can be used to create ”junctions” with band gap modulations on the scale of several 100 meV within one and the same material. For independently moving electrons or holes, indeed very sharp potential energy modulations on the scale of a few nm or even less are possible as we have shown in the previous section. However, under optical excitation electrons and holes are known to form strongly bound excitons instead of moving independently in 2d materials. It is thus unclear which optoelectronic material functionalities can be imprinted externally. To change this situation, it is central to understand how and at which length scales excitons are influenced by laterally structured dielectric environments.

In this chapter, we investigate how excitons respond to the tuning of the Coulomb interaction in 2d materials. To this end, we consider two tight-binding model systems, which emulate single semiconducting layers embedded in a dielectric environment.
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We study two different kinds of environments as depicted in Fig. 5.1.1: We first analyze the influence of different homogeneous dielectric environments, characterized by the macroscopic dielectric constant $\varepsilon$ of the substrate, on our monolayer and show that the size of the exciton Bohr radius $a$ determines how two-particle excitations react to changes in the materials dielectric environment.

Then, we investigate how a spatially structured dielectric environment influences the energy spectrum of an excited system. We show that any exciton which has a considerable spread is strongly affected by the environment, giving rise to the prospect of atomic scale trapping and guiding of higher excited excitons by means of laterally structured dielectric substrates. The only exception holds for the energy of strongly localized excitons, which reveal a non-monotonic behavior leading to interesting possibilities for nanoscale engineering including the creation of novel quantum confined materials. These might serve as building blocks for nanoscale lasers and could help realizing exotic states of excitonic matter (cf. Fig. 5.1.1e for a visual account of a possible potential energy landscape).

Figure 5.1.1.
Sketches of the electronic quasiparticle and excitonic energies in a homogeneous 2d semiconducting monolayer (blue) embedded in different dielectric environments: a) A homogeneous environment with macroscopic dielectric constant $\varepsilon$. b) A laterally structured dielectric environment with different dielectric constants $\varepsilon_1$ and $\varepsilon_2$. The heterogeneous environment sketched in b) imprints a potential energy landscape as calculated in Chapter 4 on electronic quasiparticles (panel c) and electron-hole excitations / excitons (panel d). Higher energy excitons are attracted towards regions with higher dielectric constant. The lowest-energy excitons are affected more weakly and can either be attracted towards or expelled from regions with higher dielectric constant. Therefore, nanostructured dielectric substrates allow for the realization of potential energy landscape for excitons as shown in panel e). Under optically pumping, these can yield "inverted" regions where higher energy excitonic states have a higher occupation than the ones at lower energies.
5.2. Methods

5.2.1. Modelling spatially resolved optical properties

To investigate the influence of dielectric environments on excitonic effects in 2d materials we diagonalize a many-body Hamiltonian in the electron-hole picture. We consider a two-band model and the excitation of one electron from the valence to the conduction band. The interaction-free ground-state is described in the tight-binding approximation with a basis set \{\{R\}\}, where R is labeling the lattice site on which the orbital is predominantly localized. To account for the electron-electron Coulomb interaction effects on the ground state and on single-particle excitations, we use the Hartree-Fock method and include the screening effects of the spatially structured dielectric environment semi-classically via an electrostatic picture as derived in Chapter 4 (c.f., Section A.2.4). As a basis set for the electron-hole Hamiltonian, we use Slater determinants of dressed electron and hole wave functions which result from the Hartree-Fock calculations. Then, the many-body wave functions of the excited states are linear combinations of these determinants and we are left with a two-particle Schrödinger equation with the electron-hole Hamiltonian

\[
H = \sum_i E^e_i e_i^\dagger e_i + \sum_i E^h_i h_i^\dagger h_i - \sum_{ijkl} V^{eheh}_{ijkl} e_i^\dagger h_j^\dagger h_k e_l. \tag{5.2.1}
\]

Here, \(E^{e/h}_i\) are dressed electron/hole eigenenergies from the Hartree-Fock calculations used in Chapter 4 and \(V^{eheh}_{ijkl}\) are the Coulomb matrix elements between electrons and holes. The operator \(e^{(e/h)}\) annihilates (creates) an electron/hole in the Hartree-Fock eigenstate \(|\psi_i^{e/h}\rangle\). A detailed description of the construction of Eq. (5.2.1) can be found in Appendix A.3.1.

After diagonalizing the electron-hole Hamiltonian, we obtain the many-body eigenenergies \(E_\lambda\) and eigenstates \(|\Psi_\lambda\rangle\). In order to simulate an experimentally easily accessible property, we calculate the linear optical spectrum within the dipole approximation (for details see Appendix A.3.2). The linear absorption spectrum is obtained by Fermi’s golden rule:

\[
I(E) = \sum_\lambda \frac{2\pi}{\hbar} |\langle \Psi_\lambda | H_d | 0 \rangle|^2 \delta(E_\lambda - E_0 - E). \tag{5.2.2}
\]

Here, \(|0\rangle\) and \(|\Psi_\lambda\rangle\) are the semiconductor vacuum state and many-body final state, respectively, with energies \(E_0\) and \(E_\lambda\), the former of which will be, as usual, set to zero in the remainder of this paper. \(E\) is the absorption/emission energy and

\[
H_d = -eE \sum_{ij} d^{eh}_{ij} e_i h_j + h.c, \tag{5.2.3}
\]
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Figure 5.2.1.
The 2d semiconductors are modeled using two different tight-binding models labeled “hexagonal bilayer” and “honeycomb lattice”, where the schematic side and top views of the model illustrate the hopping matrix elements.

is the light-matter coupling Hamiltonian to an electromagnetic field $E$ in dipole approximation (see Appendix A.3.2 for further details).

On similar grounds, we can calculate the total two-particle or "excitonic" density of states (DOS)

$$A(E) = 2\pi \sum_{\lambda} \delta(E - E_{\lambda}), \quad (5.2.4)$$

which includes all possible two-particle excitations regardless of the selection rules, i.e., also accounts for "dark" excitons [241–243]. To investigate excitonic correlations in real space, we use the spatially resolved two-particle DOS, which can be experimentally measured by using a dual-tip scanning tunneling microscope [244–246]:

$$A(E, r_e, r_h) = 2\pi \sum_{\lambda} |\Psi^\lambda(r_e, r_h)|^2 \delta(E - E_{\lambda}). \quad (5.2.5)$$

Here, $r_{e/h}$ describe the position of the electron/hole. Further details on the calculation of the spatially resolved eigenstates $\Psi^\lambda(r_e, r_h)$ can be found in Appendix A.3.3.1

5.2.2. Tight-binding models for 2d semiconductors

In order to emulate 2d semiconductors, we use two different models as shown in Fig. 5.2.1, mimicking different band gap opening mechanism in 2d materials. First, we consider the model described in Section 4.3.1 and shown in Fig. 5.2.1a: a ”monolayer” that consists of two hexagonal layers on top of each other (in the following, this model will be called ”hexagonal bilayer”) embedded in a dielectric environment. The

$^1$For numerical reasons, the $\delta$-distribution was broadened using a Lorentzian with a full width at half maximum of $\Gamma = 0.01$ eV throughout this work.
coupling between the two layers mimics hybridization effects similar to the $d$-orbitals in transition metal dichalcogenides like MoS$_2$. In the tight-binding approach, we only consider an in-plane nearest neighbor hopping $t^{RR'} = t$ and an out-of-plane hopping $t^{RR'} = t_\perp$, where $t^{RR'}$ gives the energy associated with an electron hopping from state $|R'\rangle$ to $|R\rangle$.

An additional class of embedded monolayers is modeled using a honeycomb lattice with broken sublattice symmetry as depicted in Fig. 5.2.1b, which has been widely used to study 2d semiconductors such as hBN [247–249] as well as graphene commensurately stacked with hBN [250–254]. This model leads to a massive Dirac equation in the low energy limit and is in the following referred to as "Honeycomb lattice". Again, we only consider in-plane nearest neighbor hopping $t$.

As one particular example representative for 2d semiconductors we consider MoS$_2$. Therefore, the on-site energies and hopping matrix elements are chosen as in Chapter 4 for the hexagonal bilayer ($t = 1.7$ eV) and as in Ref. [255] for the honeycomb lattice ($t = 1.1$ eV). More details and the model parameters of the used models can be found in Appendix A.3.4.

The in-plane hopping $t$ determines how easily electrons can be localized. Thereby, smaller $t$ corresponds to smaller hopping probabilities and thus easier localization. In the following discussion (c.f. Fig. 5.3.2), this case will be referred to as "localized" models in contrast to "delocalized" models with larger $t$.

5.3. Results

5.3.1. Monolayer of a semiconductor embedded in homogeneous dielectric environment

Figure 5.3.1
Schematic illustration of competing contributions to the excitonic gap $E_g^{\text{exc}}$: the single-particle band gap $E_g^0$, is widened to the dressed quasiparticle band gap $E_g^{\text{HF}}$ due to the exchange self-energy $\Sigma^{\text{HF}}$ which results from the ground-state electron-electron interaction. The optically measurable excitonic gap is reduced as compared to $E_g^{\text{HF}}$ due to the electron-hole binding energy $E_B$.

For the discussion of environmental influences on a monolayer, it is important to understand the interplay of excitonic binding and exchange self-energy effects.
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Linear optical absorption spectra and total excitonic density of states for different dielectric constants of the environment of the monolayer for the localized (a) and delocalized (b) hexagonal bilayer (left panels) and honeycomb lattice (right panels). In the insets of the two-particle DOS the lowest-energy excitations are shown in more detail. High \( \varepsilon \) correspond to small Coulomb interactions leading in our model systems to the description of independent particles for \( \varepsilon = \infty \).

These effects are schematically shown in Fig. 5.3.1. In the non-interacting (NI) limit no Coulomb interaction is considered which results in the band gap being given by the single-particle band gap \( E_g^0 \). This single-particle gap is widened by the exchange self-energy \( \Sigma_{HF} \) that enters the Hartree-Fock ground-state due to electron-electron interaction, resulting in the quasiparticle (QP) band gap \( E_g^{HF} \) (QP limit). This is similar to the mechanism yielding larger band gaps in GW calculations compared to DFT calculations. In the presence of Coulomb attraction between electron and hole, the excitonic gap \( E_g^{exc} \) is strongly reduced by the exciton binding energy \( E_B \) and cancels to some extent the exchange effects of \( \Sigma_{HF} \) as we will discuss in the following.

To investigate the effect of external screening on excited states, we show two quantities of a monolayer embedded in a homogeneous environment in Fig. 5.3.2: (i) The linear optical absorption spectra obtained according to Eq. (5.2.2), and (ii) the two-particle DOS from Eq. (5.2.4) for a real space supercell of approximate area \( (9 \times 10) a^2 \) using a lattice constant \( a_{\text{latt}} = 3.18 \) Å for MoS\(_2\) for both models.

In general, for different models and in-plane hoppings \( t \) we see that external screening, modeled with the dielectric constant \( \varepsilon \) as described in Appendix A.3.1, has a large impact on both the absorption spectra and two-particle DOS. In all cases, even though in the localized models most pronounced, smaller dielectric constants (i.e., weaker screening / stronger interaction) lead to energetically more extended spectra with spectral weight being shifted towards higher excitation energies. The NI limit is described by \( \varepsilon \rightarrow \infty \) and thus yields all possible excitations of non-interacting particles. Then, the lowest-energy transition is the single-particle gap \( E_g^0 \). We see, that the influence of the environment is stronger on the the higher energy states, which
are marked by solid lines in Fig. 5.3.2a. They shift much more upon changes in the dielectric surroundings than the lowest-energy excitation (dashed lines), which are shown in the insets of the two-particle DOS. For example, in the localized hexagonal bilayer, the lowest exciton is shifted by 0.3 eV, which is 1 eV smaller than the shift of one of the higher energy excitations (1.3 eV).

To explain this relation between excitation spectra and dielectric environment, we show the two-particle DOS calculated with Eq. (5.2.5) as function of electron-hole distance of the fully interacting system in Fig. 5.3.3 for \( \varepsilon = 2 \). We compare this data to the non-interacting two-particle DOS (\( \varepsilon \to \infty \)) and to the two-particle DOS in the QP limit for vanishing electron-hole interaction (\( V_{\text{ehhe}}^{\text{ijkl}} = 0 \)) to show the interplay of excitonic binding \( E_B \) and exchange self-energy \( \Sigma^{\text{HF}} \) as already discussed for Fig. 5.3.1. In the NI and in QP limit, the figures show the joint DOS, i.e., the DOS of simple electron-hole excitations resulting from the non-interacting and Hartree-Fock calculations. The lowest-energy excitation visible in these joint DOS are then the non-interacting \( E_0^g \) and the HF quasiparticle band gap \( E_{g}^{\text{HF}} \). As the NI and QP limits are always independent of the electron-hole interaction, there is no dependence of the spectral function on the electron-hole distance.

As soon as the Coulomb interaction between the electron and the hole is considered (as shown in panels marked as ”correlated”) we find (i) a strong dependence on the electron-hole distance and (ii) a, in comparison to the QP band gap \( E_{g}^{\text{HF}} \), reduced excitonic gap \( E_{g}^{\text{exc}} \) which can be identified as the lowest peak in all correlated spectra. In more detail, we find that this lowest-excitation belongs to a bound exciton with the electron and hole being in close proximity. With growing electron-hole distance the correlated DOS shows excitonic peaks at elevated energies. Thus, the corresponding excitonic binding energies get smaller with increasing electron-hole distance until the correlated DOS approaches the QP limit.

Consequently, higher energy states belong to two-particle excitations where electrons and holes are not in too close proximity. Since the environmental screening is more effective for larger separations of the electron and the hole, these higher states can generally be easily manipulated by engineering of the dielectric environment as also shown in Ref. [188].

### 5.3.2. Response of lowest-energy exciton to dielectric screening

The lowest-energy excitation can show a different response to the dielectric screening than the higher excitations as can be seen for example in Fig. 5.3.2a, where the lowest energy exciton shifts in a different direction than the higher ones upon increasing \( \varepsilon \). Especially in the localized models, an almost perfect cancellation of the exciton binding and electron-electron exchange effects can occur resulting in an almost static or only slightly shifted peak position. We analyze this behavior by plotting the energetic shift \( \delta E = E_{g}^{\text{exc}} - E_0^g \) of the lowest-energy exciton \( E_{g}^{\text{exc}} \) with respect to the non-interacting band gap \( E_0^g \) and the corresponding excitonic Bohr radius \( a \) (c.f.,
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**Figure 5.3.3.**
Local two-particle DOS for $\varepsilon = 2$ for different models and in-plane hopping parameters $t$. A smaller $t$ describes more strongly localized electrons. The quasiparticle (QP) limit corresponds to the case of vanishing electron-hole interaction ($V_{ijkl}^{e\hbar e} = 0$) but electron-electron interaction being included via the Hartree-Fock self-energy. In addition, the non-interacting (NI) limit $\varepsilon \to \infty$ is depicted. As the QP and the NI limit show no spatial dependence, the corresponding two-particle DOS are spatially averaged. Note that in the "localized" panels a broadening of $\Gamma = 0.01 \text{ eV}$ and in the "delocalized" panels $\Gamma = 0.1 \text{ eV}$ was used.

Eq. (A.3.12) in Appendix A.3.5) as a function of the inverse environmental dielectric constant in Fig. 5.3.4. In all cases, we see an increase of $\delta E \propto 1/\varepsilon$ at sufficiently weak interactions ($1/\varepsilon \ll 1$) meaning the optical gap shifts to higher energies for smaller $\varepsilon$ just like the higher excitonic states. As $E_g^{\text{exc}}$ and with it $\delta E$ depends on the size of the exchange self-energy $\Sigma^{\text{HF}}$ and the binding energy $E_B$ (c.f., Fig. 5.3.1), this directly follows from $\Sigma^{\text{HF}} \propto 1/\varepsilon$ (for $1/\varepsilon \ll 1$) and $E_B \propto 1/\varepsilon^2$ within the Wannier-Mott model for excitons (c.f. Eq. (2.5.22)). In other words for sufficiently weak interactions ($1/\varepsilon \ll 1$) exchange self-energy effects always dominate over electron binding effects, and the lowest-energy exciton shifts similarly upon changes in $1/\varepsilon$ as the higher excitons. However, the dependence of $\delta E$ on $1/\varepsilon$ changes fundamentally at larger interaction strength being no longer given by a linear increase, but a decreasing energy shift upon increasing interaction. This can be seen exemplary in the delocalized models for $1/\varepsilon > 0.5$ and in the localized models for even smaller...
interactions. The corresponding Bohr radii $a$ (see Fig. 5.3.4b) show that this change in the dependence of the excitonic gap on the Coulomb interaction occurs when $a$ and with that the spatial extent of the exciton approaches the length scale of the lattice spacings (marked as gray line). Then, the Wannier-Mott model is no longer a good description of the exciton binding. Thus, for the lowest-energy exciton a subtle interplay between exchange effects and the exciton Bohr radius determines how this exciton reacts on changes in environmental screening and it can either shift towards lower or higher energies upon increasing $1/\varepsilon$.

**Figure 5.3.4**

a) Energetic shift $\delta E = E_{g}^{\text{exc}} - E_{g}^{0}$ of the lowest-energy exciton $E_{g}^{\text{exc}}$ with respect to the non-interacting band gap $E_{g}^{0}$ as function of the inverse environmental dielectric constant $1/\varepsilon$. b) The Bohr radius $a$ of the lowest-energy exciton as a function of $1/\varepsilon$. The grey line marks the lattice constant.

### 5.3.3. Excitonic properties of a semiconductor monolayer embedded in laterally structured environment

Now, we investigate how two-particle excitations react to Coulomb engineered heterostructures as proposed and discussed in Chapter 4.

As the forthcoming results do not critically depend on the choice of the model Hamiltonian, we focus on the hexagonal bilayer with $t = 0.255 \text{ eV}$ and include screening effects as introduced in Chapter 4 (c.f. Eq. (A.3.7) in Appendix A.3.1). We use a laterally structured environment with two different dielectrics with $\varepsilon_{1} = 5$ and $\varepsilon_{2} = 2$.

On the quasiparticle level this setup leads to a heterojunction-like spatial modulation of the band gap with a type-II like band line-up as we discussed in detail in Section 4.3.3 already. For the specific choice of parameters in this chapter the quasiparticle local DOS is shown in Appendix A.3.6. The dielectric interface induces a spatial dependence in the local DOS such that the quasiparticle band gap $E_{g}^{\text{HF}}$ in the region with the higher value of $\varepsilon$ is smaller than the band gap in the other region.
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The same physics governs the spatial energy landscape experienced by two-particle-excitations, as can be seen from the spatially resolved two-particle DOS shown in Fig. 5.3.5. Here, red dots mark the position of the electron (to be more precise, the unit-cell index of the corresponding electron wave function). The unit cell index of the hole is used as a spatial coordinate across the supercell along a line perpendicular to the interface. In addition, we also show the spatially resolved quasiparticle limit of the two-particle DOS in the left panel which simply follows the heterojunction type band gap structure seen in the single-particle DOS of Fig. A.3.1 in the Appendix with the smaller quasiparticle band gap in the region with larger $\varepsilon_1$.\footnote{As the conduction band states are only weakly modified by the dielectric environment, the two-particle DOS in the quasiparticle limit is almost independent of the electron position and only the dependency on the hole position is shown in the left panel of Fig. 5.3.5.}

For the interacting case, shown in the right three panels of Fig. 5.3.5, we find that particularly the higher excitonic states are strongly influenced by the environment. Their energies follow the heterojunction-like band gap profile imprinted by the external dielectric essentially on an atomic scale. This means that higher energy two-particle excitations can be trapped and guided on an atomic scale non-invasively by creating a spatial potential energy landscape as, for example, suggested in Fig. 5.1.1e.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.3.5.png}
\caption{Local two-particle DOS for a heterogeneous dielectric environment with $\varepsilon_1 = 5$ and $\varepsilon_2 = 2$. The $x$-axis marks the used hole positions whereas the red dot in the picture reveal the chosen electron positions for each subfigure. The quasiparticle limit (left panel) show all possible electron-hole excitations without electron-hole interaction.}
\end{figure}

The lowest-energy excitations, where electron and hole are closest together, are much less influenced by the dielectric environment, i.e., modulations in the corresponding excitation energies are about one order of magnitude smaller than for the higher energy excitons. Thus, while the higher excitations are trapped, the lowest-energy exciton can move almost freely.

Depending on the characteristics of the system, the energy landscape of the lowest exciton can either follow or be inverted with respect to the energy landscape ex-
5.4. Conclusions

We have shown that two-particle excitations in 2d materials show a peculiar response to their dielectric environment. The higher energy states are in general strongly influenced by the dielectric environment, which means that their excitation energies can be tuned at energy scales comparable to the quasiparticle gap at spatial distances of a few lattice constants. This leads to the prospect of trapping and guiding higher energy excitons in 2d materials (including Rydberg excitons, which have been realized...
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e.g., in MoS$_2$ [172]) simply via the dielectric landscape of the surrounding medium in a non-invasive way.

For the lowest-energy exciton, which determines by definition the excitonic band gap $E_{\text{exc}}$, we have shown that the lowest-energy exciton are less influenced by substrates yielding a less sensitive excitonic gap to the surroundings [180]. A stronger screening reduces the exciton binding energy which is compensated by the screening induced reduction of the quasiparticle band gap. Nevertheless, we see that the Bohr radius in comparison to the lattice spacing determines how $E_{\text{exc}}$ responds to modulations in the dielectric environment. In the Wannier-Mott limit of delocalized excitons, the excitonic gap follows the trend of the higher energy excited states and, the quasiparticle gap, i.e., the ground-state exciton shifts in the same direction (albeit by a lesser amount) as the higher energy excitons upon changes in the dielectric environment. In the limit of strongly localized excitons, this trend is reversed and the ground-state exciton experiences a potential energy landscape which is inverted with respect to the higher excited states.

Rather unexpected types of potential energy landscapes can emerge from this different response of two-particle excitations to external dielectrics, where higher energy states are trapped on atomic scale but lower energy states move almost freely or are even expelled from the trapping regions. This opens a large parameter space for dielectric quantum engineering of nanostructures hosting exotic physical states of matter with a variety of imaginable applications. One possible candidate are substrates with periodically modulated dielectric constants such as shown in Fig. 5.1.1e, that would allow for a nanoscale separation of higher energy and ground-state excitons. Locally occupation-inverted regions should occur in these systems already upon weak optical pumping, which would be interesting in context of laser applications.
6. Material realistic description of Coulomb engineered heterostructures

In Section 3.2 we discussed in detail how the Coulomb interaction in 2d materials is enhanced and influences the quasiparticle band gap on the order of 100 meV. By embedding 2d materials in spatially inhomogeneous dielectric environments, the quasiparticle band gaps can be tuned in different regions of the monolayer to create Coulomb engineered (CE) heterostructures [22, 177, 188] as intensely studied in a model system in Chapter 4. In this chapter we turn to a material realistic approach.\(^1\) The possibility to use dielectric environments has become a promising virtue to tailor new electronic, excitonic and optoelectronic devices [181, 187, 190, 191, 193, 195, 256]. To predict suitable 2d materials as well as substrates we need a profound theoretical insight in the processes. Although for describing the important Coulomb effects \(GW\) calculations are necessary and the standard way to go nowadays, calculations of full lateral or vertical 2d heterostructures are numerically very demanding as we show in Section 6.1. Therefore, in Section 6.2 we present a modeling scheme based on a combination of \(G\Delta W\) [107, 186] and the WFCE [167] approach to systematically investigate material realistically semiconducting transition metal dichalcogenides in their \(H\)-phase. From this we want to identify optimal candidates for Coulomb engineering in the class of semiconducting TMDCs and discuss the underlying mechanisms.

Firstly we try to model Coulomb engineered heterostructures by means of full ab-initio \(G_0W_0\) calculations with a supercell approach. We show that numerically reasonable supercell sizes are too small to capture the underlying long-ranged Coulomb effects. Secondly we use the mentioned modeling scheme to investigate how semiconducting TMDCs \(MX_2\) with \(M \in \{Mo, W\}\) and \(X \in \{S, Se\}\) react to different dielectric environments. We show that all TMDCs are equally suitable for Coulomb engineering yielding similar relative band gap reductions for increasing screening. If absolute band gap changes are of interest, the selenides are weaker influenced due to their larger intrinsic dielectric function. This is supported by previous theoretical calculations[186, 192, 257] showing that the band gap of a monolayer will be stronger.

\(^1\)The results shown in this chapter, which are in preparation for publication, were obtained in close collaboration with M. Rösner and under the supervision of T. Wehling.
influenced if their intrinsic screening is small. We show that the length scale of the self-energy is on the order of the lattice parameter for all materials, resulting in a characteristic length scale of the interface of a few unit cells.

### 6.1. Full ab-initio description of Coulomb engineered heterostructures

#### 6.1.1. Monolayer MoS$_2$ in laterally structured dielectrics

For a material realistic ab-initio description of Coulomb engineered heterojunctions, we perform $G_0W_0$ calculations for MoS$_2$ placed on a substrate consisting of a monolayer of strained hexagonal boron nitride (hBN) and vacuum. The size of the supercell was restricted to twelve primitive unit cells of MoS$_2$ with six of them covered with hBN (see Fig. 6.1.1) due to computational limits.

To achieve converged $G_0W_0$ calculations, the vacuum heights and energy cutoffs and with that the number of considered bands are important to consider. However, doing a fully converged calculation\(^2\) is already difficult for primitive unit cells and becomes even harder for supercell calculations. As a result we choose a sufficiently low number of empty bands and a small vacuum height for a basic primitive unit

\(^2\)Convergence studies of $G_0W_0$ calculations are presented in Appendix A.4.3
6.2. Material realistic modeling

As we have seen in the previous section, a full ab-initio description for Coulomb engineered heterostructures is numerically very demanding and extremely costly. As a result we turn to a more efficient procedure in the following. When hybridization effects between monolayer and substrate can be neglected, we can circumvent the need for large supercells and strained substrates with the so called $G\Delta W$ [107, 186] approach. Thereby we use a full $G_0W_0$ ab-initio description of a freestanding monolayer and incorporate the environmental screening through a model dielectric function. The main idea of this method is to calculate the change of the quasiparticle band gap with a substrate, which surprisingly still produce the desired effect qualitatively, i.e. a change of the quasiparticle band gap compared to a freestanding monolayer. For the supercell calculations we scale the parameters ruling the convergence of the system consistently to this primitive cell. In detail this means for the $12 \times 1$ supercell we used 12 times the number of bands of the primitive cell with the same vacuum heights and a appropriately reduced $k$-grid in the direction of the supercell.

In Fig. 6.1.1 the local density of states (LDOS) of a system with a laterally structured substrate is depicted. We only show the LDOS of the three $d$-orbitals around the Fermi energy ($d_{xy}, d_{x^2-y^2}, d_z$) for every Mo atom numbered accordingly to the crystal structure shown in Fig. 6.1.1. Remarkably, there is no clear spatial band gap modulation visible, if at all only a slight bend of the maximum in the conduction band. The quasiparticle band gap seems to be nearly constant through the whole supercell.

For a more detailed investigation we show in Fig. 6.1.2a the LDOS of Mo in the middle of the left (with substrate) and the middle of the right (no substrate) region. Indeed we find a slight shift of the maxima in the conduction and valence band in the different regions, but the band gaps remain unchanged. However, far apart from the interface, a ”homogeneous” behavior with band gaps corresponding to systems without any interface should be observed. In Fig. 6.1.2b the LDOS resulting from calculations with corresponding homogeneous substrates are shown, which suggest a band gap difference between the different systems of around 100 meV (marked with the gray dashed line) which we do not find in the calculations for the heterojunction.

These ab-initio results are contradictory to our model calculations discussed in Chapter 4 as well as experimental data [188, 189] which show a band gap shift in distance of the interface. Since VASP uses periodic images of the supercell, in fact this system does not model only one interface in the middle of the cell but two additional ones at the borders. We speculate that the chosen supercell is too small to describe Coulomb engineered heterostructures as effects from the interfaces seem to prevent the expected band gap modulation. That’s why we turn to material realistic modeling of the systems of interest in the following sections.
Material realistic description of Coulomb engineered heterostructures

6.2.1. The G\(\Delta\)W approach

For the calculation of the quasiparticle energies of a monolayer on a substrate or embedded in a dielectric environment, we have to find the Green’s function (c.f., Section 2.4.1)

\[
G^e(\omega) = (\omega - H_0^{\text{DFT}} - \Sigma^e(\omega))^{-1} \tag{6.2.1}
\]

in which \(H_0\) is the (in a mean field way) non-interacting Hamiltonian, which we can obtain from DFT calculations. The self-energy \(\Sigma^e\) includes all additional interaction effects of the monolayer and the substrate. We can rewrite this using the \(G_0W_0\) Hamiltonian of a freestanding monolayer

\[
G^e(\omega) = (\omega - H_0^{\text{FS}} - \Delta \Sigma) \tag{6.2.2}
\]

Figure 6.1.2.
(a) Local density of states from atom from region with substrate (red) and without substrate (blue). (b) Density of states of MoS\(_2\) with (red) and without (blue) substrate. The valence band energy is set to zero, so no band alignment was considered in this graph. The grey dashed lines mark the conduction band position and with that the size of the band gap of the systems.

The quasiparticle energies due to the change of the long-ranged Coulomb interaction resulting from external screening (through substrates). The used code was developed by M. Rösner with contributions from R. E. Groenewald, G. Schönhoff and myself [74, 83].
while introducing a self-energy in $GW$ approximation

$$\Delta \Sigma = iG_0 \Delta W = iG_0(W^\varepsilon - W^{FS}).$$  \hfill (6.2.3)$$

Here, $W^{FS}$ is the fully screened Coulomb interaction of the freestanding monolayer, $W^\varepsilon$ the fully screened Coulomb interaction of the monolayer with an external substrate and $G_0$ the Green function of the freestanding DFT Hamiltonian. Thus this self-energy contains the renormalization of the $G_0W_0$ quasiparticle energies due to external substrate effects. In this work we use the minimal tight-binding model for TMDCs described in Section 3.3 in orbital basis. The self-energy considering only density-density matrix elements $\Sigma_{\alpha\beta\gamma\delta} \approx \Sigma_{\alpha\beta\beta\alpha} \equiv \Sigma_{\alpha\beta}$ in this basis can be written as

$$\Delta \Sigma_{\alpha\beta}(k,\omega) = \frac{i}{2\pi} \int \frac{d^2 q}{(2\pi)^2} \int d\omega' \sum_{\lambda} \Delta W^{\alpha\beta}(q,\omega) \frac{c_{\alpha}^\lambda(k-q)(c_{\beta}^\lambda(k-q))^*}{\omega + \omega' - \epsilon_{k-q}^\lambda + i\eta^{\dagger}\text{sgn}(\epsilon_{k-q}^\lambda)},$$  \hfill (6.2.4)$$

where $\epsilon_{k-q}^\lambda$ are the eigenenergies and $c_{\beta}^\lambda(k-q)$ the coefficients of the eigenfunctions of the DFT Hamiltonian in the orbital basis. That means to treat a system with substrate we have to calculate the DFT and $G_0W_0$ Hamiltonian in orbital basis for a freestanding monolayer just once and find $\Delta W$. Therefore we use the cRPA approximation introduced in Section 2.3.3 in matrix representation:

$$W^{\varepsilon/FS}(q,\omega) = U^{\varepsilon/FS}(q,\omega) \cdot [\epsilon^{\varepsilon/FS}(q,\omega)]^{-1},$$  \hfill (6.2.5)$$

where $U^{\varepsilon/FS}(q,\omega)$ is the partially screened Coulomb interaction in orbital basis which includes the screening effects of all other bands not part of the minimal basis and for $U^\varepsilon$ additionally the external screening of the environment. The dielectric function is defined as

$$\varepsilon = 1 - \Pi_0 \cdot U$$  \hfill (6.2.6)$$

with the RPA polarization function from Eq. (2.3.37) in density density approximation

$$\Pi_0^{\alpha\beta\gamma\delta} \approx \Pi_0^{\alpha\beta} = \sum_{\lambda\lambda'} [c_{\lambda}^\beta(k)]^* [c_{\lambda'}^\gamma(k-q)]^* c_{\lambda'}^\alpha(k) c_{\lambda}^\beta(k-q) \frac{f_{k-q}^{\lambda'} - f_{k}^{\lambda}}{\omega + i\eta^{\dagger} + \epsilon_{k-q}^\lambda - \epsilon_{k}^\lambda}.$$  \hfill (6.2.7)$$

How we obtain $U$ is described in Section 6.2.2.

---

3To get the Hamiltonians in the orbital basis, we use the Wannier90 code as described in Section 3.3.
As explained in Section 2.4.3 (c.f., Eq. (2.4.30) and Eq. (2.4.31)) the real part of the self-energy can be separated in a screened exchange and Coulomb hole term, which can be written in orbital basis as:

\[
\Sigma_{\text{SEX}}^{\alpha\beta}(k, \omega) = -\int \frac{d^2q}{(2\pi)^2} \sum_{\lambda} \Delta W^{\alpha\beta}(q, \omega - \epsilon^\lambda_{k-q}) c^\lambda_{\alpha}(k-q) [c^\lambda_{\beta}(k-q)]^* \tag{6.2.8}
\]

\[
\Sigma_{\text{COH}}^{\alpha\beta}(k, \omega) = \int \frac{d^2q}{(2\pi)^2} \sum_{\lambda} c^\lambda_{\alpha}(k-q) [c^\lambda_{\beta}(k-q)]^* \int_0^\infty d\omega' \frac{\Delta B^{\alpha\beta}(q, \omega')}{\omega' - \epsilon^\lambda_{k-q} - \omega'} \tag{6.2.9}
\]

with \(\Delta B^{\alpha\beta}\) the spectral function related to \(\Delta W\) with (c.f. Eq. (2.4.32))

\[
\Delta W^{\alpha\beta}(q, \omega) = \int_0^\infty d\omega' \frac{2\omega' \Delta B^{\alpha\beta}(q, \omega')}{\omega'^2 - (\omega' - i\eta)^2}. \tag{6.2.10}
\]

Since the polarization function (c.f. Eq. (6.2.7)) is frequency dependent, the Coulomb interaction (and the renormalization of the Coulomb interaction \(\Delta W\)) has to be depending on \(\omega\) as well and with that we have to consider a frequency dependent self-energy. However, in a semiconductor with a band gap \(E_g\) the polarization function is not strongly depending on \(\omega\) for small \(\omega < E_g\) (in contrast to a metal where we already find strong frequency dependence for small \(\omega\)). If the active material and the substrate are semiconducting (or insulating) we can assume that the polarization functions for both systems are structure less for \(\omega\) smaller than the band gaps and hence can approximate \(W^{\epsilon/FS}(\omega < E^{\epsilon/FS}_g) \approx W^{\epsilon/FS}(\omega = 0)\) yielding \(\Delta W(\omega, q) \approx \Delta W(\omega = 0, q)\). So, as long as \(\Delta W\) is quite structureless for small \(\omega\), we can use the static COHSEX approximation to derive the self-energy:

\[
\Delta \Sigma_{\text{SEX}}(q) = -\int \frac{d^2q}{(2\pi)^2} \sum_{\lambda} \Delta W^{\alpha\beta}(q, \omega = 0) c^\lambda_{\alpha}(k-q) [c^\lambda_{\beta}(k-q)]^* \tag{6.2.11}
\]

\[
\Delta \Sigma_{\text{COH}}(q) = \frac{1}{2} \int \frac{d^2q}{(2\pi)^2} \sum_{\lambda} \Delta W^{\alpha\beta}(q, \omega = 0) c^\lambda_{\alpha}(k-q) [c^\lambda_{\beta}(k-q)]^*. \tag{6.2.12}
\]

Thereby we assumed \(\Delta W^{\alpha\beta}(q, \omega - \epsilon^\lambda_{k-q}) \approx \Delta W(q, \omega = 0)\) and \(\omega - \epsilon^\lambda_{k-q} \ll \omega'\) in Eq. (6.2.8) and Eq. (6.2.9) and used Eq. (6.2.10). The SEX terms only changes occupied states, in other words only the valence band is shifted an with that the band gap changes due to the Coulomb interaction. In TMDCs this means, as discussed in Section 4.2, the hybridization is altered. The Coulomb hole term is added on the valence and conduction bands equivalently yielding a shift of both bands. Within the static COHSEX approximation it is more convenient to perform the RPA step before we include the dielectric environment within our ab-initio step, meaning that we use in Eq. (6.2.5) RPA screened Coulomb matrix elements \(U^{\epsilon/FS}_{\alpha,\beta}(q, \omega)\) which
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already include all internal screening effects. The external screening is then added as described in the following section.

### 6.2.2. Modeling the Coulomb interaction

We utilize the WFCE approach [167] developed by Rösner et al. to include dielectric environments in the partially screened Coulomb interaction $U$. Therefore, we fit the leading eigenvalue of the bare Coulomb interaction and the dielectric function of freestanding monolayer to ab initio (c)RPA calculations and correct the leading eigenvalue of $\varepsilon$. We follow the fitting procedure described by Schönhoff et al. [231].

We start with the bare $V^{\alpha\beta}_q$ and screened Coulomb interaction $U_q^{\alpha\beta}$ in the orbital basis in density-density approximation from ab-initio (c)RPA calculations implemented in VASP by Kaltak [90]. Firstly, we diagonalize the bare interaction $V_q$

$$V_q^{\text{diag}} = V_1(q) |e_1\rangle \langle e_1| + V_2(q) |e_2\rangle \langle e_2| + V_3(q) |e_3\rangle \langle e_3|,$$  

(6.2.13)

where $V_1(q) = \langle e_1|V_q|e_1\rangle$ is the leading (i.e., largest) eigenvalue and $e_i$ are the eigenvectors of $V_q$ in the long-wavelength limit $q \to 0$

$$e_1 = \begin{pmatrix} 1/\sqrt{3} \\ 1/\sqrt{3} \\ 1/\sqrt{3} \end{pmatrix}, \quad e_2 = \begin{pmatrix} \sqrt{2/3} \\ -1/\sqrt{6} \\ -1/\sqrt{6} \end{pmatrix}, \quad e_3 = \begin{pmatrix} 0 \\ 1/\sqrt{2} \\ -1/\sqrt{2} \end{pmatrix}.$$  

(6.2.14)

The leading eigenvalue can be interpreted as charge-density modulations with long wavelength, i.e. the wavelength for which screening effects due to environments are supposed to be strongest. For this limit, a macroscopic treatment with continuum medium electrostatics is possible, thus we can connect the leading eigenvalue to the macroscopic properties [167]. The other values $V_{2/3}$ are assumed to be constant [231] and obtained by averaging over the ab-initio values. The macroscopic value of $V_1$ is fitted with

$$V_1(q) = \frac{3e^2}{2\varepsilon_0 A q(1 + \gamma q)}$$  

(6.2.15)

where we use the area of the 2d hexagonal unit cell $A = \sqrt{3}a^2$ and the form factor $\gamma$ which describes how the effective height of the orbitals influences short wavelengths.

In Fig. 6.2.1a and Fig. 6.2.1b we show the fit for the leading eigenvalue and the other eigenvalues for MoS$_2$. 
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The screened Coulomb matrix $U(q)$ is assumed to have the same eigenbasis as $V(q)$, thus the macroscopic eigenvalue can be determined with $U_1(q) = \langle e_1 | U(q) | e_1 \rangle$.

With

$$U_i(q) = [\varepsilon_i(q)]^{-1} V_i(q)$$

(6.2.16)

we can determine the eigenvalues of the dielectric function $\varepsilon_i$. The microscopic local screening effects $\varepsilon_{2/3}$ are similar to the bulk values and unaffected by the dielectric environment. The macroscopic eigenvalue can be corrected with [167, 258]

$$\varepsilon_1(q,\omega) = \varepsilon_\infty \frac{1 - \beta_1 \beta_2 e^{-2qd}}{1 + (\beta_1 + \beta_2)e^{-qd} + \beta_1 \beta_2 e^{-qd}}.$$  

(6.2.17)

The parameter $d$ is set to the interlayer distance from bulk systems and $\varepsilon_\infty$ is fitted to the ab-initio (c)RPA calculations of a freestanding monolayer as shown in Fig. 6.2.1c. The factor

$$\beta_i = \frac{\varepsilon_\infty - \varepsilon_{\text{sub},i}(q,\omega)}{\varepsilon_\infty + \varepsilon_{\text{sub},i}(q,\omega)}$$

(6.2.18)

includes the dielectric functions of the material above and beneath the monolayer $\varepsilon_{\text{sub},i}(q,\omega)$. As already discussed for small $\omega$ we can neglect the frequency dependence of the dielectric function. In the following we additionally neglect the $q$ dependency of the substrate and assume that the dielectric environment can be described by a constant $\varepsilon_{\text{sub},i}(q,\omega) = \varepsilon_{\text{sub},i}$. We investigate the influence of a substrate $\varepsilon_{\text{sub},1} \equiv \varepsilon_{\text{sub}}$ and thus set $\varepsilon_{\text{sub},2} = 1$. With the new dielectric function the Coulomb interaction needed for Eq. (6.2.5) can be calculated as shown in Eq. (6.2.16) for arbitrary environments. For MoS$_2$ the fit to the leading eigenvalue of the dielectric function is shown in Fig. 6.2.1c. The obtained fit values for the TMDCs under investigation
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Figure 6.2.2. 

(a) G\( \Delta W \) band structure for WS\(_2\) for \( \varepsilon_{\text{sub}} = 1 \) and \( \varepsilon_{\text{sub}} = 10 \)  

(b) \( \Delta W(q) \) for WS\(_2\) and \( \varepsilon = 10 \) for different orbital combinations. \( \Delta W(q) \) is independent of the orbital combination and strongly peaked around \( q = 0 \).


6.2.3. Influence of dielectric substrates on TMDCs

In Fig. 6.2.2a we calculate the band structure for a dielectric substrate with \( \varepsilon_{\text{sub}} = 10 \) for WS\(_2\). We clearly see a band gap reduction as expected due to the stronger screening of the substrate. The band structure in general is nearly untouched, so the screening causes an overall shift of the bands but no changes of the form of the bands. This scissor-like behavior can be explained by looking at the self-energy Eq. (6.2.11) and (6.2.12). For small \( \omega \) and \( \varepsilon_{\text{sub}} = \text{const} \) the change in the screened interaction is static and has no orbital structure. It is strongly peaked at \( q = 0 \) as shown in Fig. 6.2.2b meaning \( \Delta W^{\alpha\beta}(q, \omega) \approx a\delta(q) \). Inserting this into Eq. (6.2.11) and (6.2.12) yields

\[
\Delta \Sigma^{\alpha\beta}(k) \approx -a \sum_{\lambda, \text{occ}} c^\lambda_\alpha(k) [c^\lambda_\beta(k)]^* + a \sum_{\lambda} c^\lambda_\alpha(k) [c^\lambda_\beta(k)]^* .
\]  

(6.2.19)

The self-energy only depends on \( k \) and not on \( q \) which means that it does not couple different \( k, k' \) anymore. Since \( a \) is a simple constant the screened exchange term changes the valence band and the Coulomb hole term shifts all bands equally yielding the symmetric alignment of the bands and in general a 'scissor'-like behavior.

Now we will concentrate on how strongly the dielectric environment influences the different TMDCs. For further investigation we calculated the band gaps for
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different dielectric constants $E_g^\varepsilon$ of the substrate and determined the absolute band gap difference $\Delta E_g = E_g^\varepsilon - E_g^0$ and the relative decrease

$$\Delta = \left( \frac{E_g^\varepsilon - E_g^0}{E_g^0} \right)$$

as shown in Fig. 6.2.3a and Fig. 6.2.3b in comparison to a freestanding monolayer.

For determining the band gaps spin-orbit coupling (SOC) was considered by a Russel-Saunders coupling with a $k$-dependent coupling parameter as described in Section 3.3. The coupling parameter is chosen such that the SOC at the valence- and conduction band at high symmetry points matches results of GGA calculations.

As expected we see a significant band gap reduction with increasing screening for all TMDCs. For $\varepsilon_{\text{sub}} = 5$ the band gaps are reduced in an energy range between 0.3 and 0.35 eV depending on the TMDC (c.f. Fig. 6.2.3a). Realistic substrates, as for example SiO$_2$ or Si have macroscopic dielectric constants of $\approx 3.6$ [259] and $\approx 12$ [260] respectively, yielding energy reductions up to 0.5 eV in our model.

The sulfites are stronger affected with larger absolute changes in the band gap. This is for the Molybdenum based materials also shown by Winther and Thygesen [186], who also see a slightly smaller band gap reduction for MoSe$_2$ than for MoS$_2$ for different substrates/environments. This is due to the intrinsic screening of the materials. The selenides have a smaller band gap compared to the sulfites and thus they exhibit a larger internal polarisability [186] and with that a larger intrinsic screening. Then, the screening effects of the environment to the whole screening are small in comparison leading to smaller band gap corrections. However, if we consider the relative correction shown in Fig. 6.2.3b all materials show roughly the same reduction of about 15% of the native band gap for $\varepsilon_{\text{sub}} = 5$. This can be explained with the difference in the inverse of the leading eigenvalue of the dielectric function

$$\Delta \varepsilon^{-1} = \frac{\varepsilon^{-1}(\varepsilon_{\text{sub}} = 10) - \varepsilon^{-1}(\varepsilon_{\text{sub}} = 1)}{\varepsilon^{-1}(\varepsilon_{\text{sub}} = 1)}$$

shown in Fig. 6.2.3c. The band gap reduction is mainly determined by the difference in the Coulomb interaction $\Delta W$, which is primarily influenced by $\Delta \varepsilon^{-1}$. The difference in the inverse of the dielectric function is for all investigated TMDCs similar, thus leading to a similar relative reduction of the band gaps. As the selenides exhibit a smaller native band gap due to a larger internal polarisability, consequently the absolute band gap reduction is also smaller.
Figure 6.2.3.
a) Absolute difference of GΔW band gaps to the band gap of a freestanding TMDC in dependence of the screening constant ε_{sub}. b) Relative difference of GΔW band gaps compared to the freestanding case in dependence of the substrate c) Relative change of the dielectric function Δε^{-1} for the investigated materials.

6.2.4. Length scale of self-energy

For a technical application of Coulomb engineered heterostructures, not only the band gap reduction but also the length scale on which this reduction takes place in the different materials is important. As the extent of the self-energy is an intrinsic measure how sharp an interface in a Coulomb engineered heterostructure can be, we will discuss on which length scale the self-energy for a homogeneous TMDC has significant contributions. The ΔΣ from Eq. (6.2.3) describes the renormalization of the Hamiltonian of a freestanding monolayer due to screening effects from an environment. In Fig. 6.2.4 this self-energy is shown in real space for WS₂ and ε_{sub} = 10 without considering spin-orbit coupling. It is similar to the $G₀W₀$ self-energy which was already discussed in detail in Chapter 4 and is also comparable to the self-energy resulting from $G₀W₀$ calculations from a monolayer on top of a substrate (see Fig. A.4.3 in Appendix A.4.6). We see that non-local terms (R ≠ 0) are renormalized which is the reason for the band gap change. Still the renormalization is only limited to a few unit cells.

This can also be seen in more detail and for all investigated TMDCs in Fig. 6.2.4b, where we show the absolute value of the self-energy along a line in direction of the basis vector of the hexagonal lattice $a₂$ with the lattice constant $a$. Clearly, for all orbital combinations the largest values for all TMDCs can be found within two unit cells which corresponds to a distance of roughly 6.2 Å to 6.6 Å (depending on the material). Most importantly this length scale is similar for all investigated materials.

The self-energy consists of two contributions: the Coulomb interaction ΔW and the non-interacting Green’s function $G₀$. As ΔW is a peaked function in q-space it will be nearly constant in real space. Hence, the decrease of the self-energy must result from properties of the Green’s function.
6. Material realistic description of Coulomb engineered heterostructures

Figure 6.2.4.
a) Real space representation of the self-energy of a WS$_2$ monolayer in an dielectric environment with $\varepsilon = 10$. b) and c) Absolute value of the self-energy and $G_0$ along a line in dependence of the distance in units of the lattice constant for all investigated TMDCs

In Fig. 6.2.4c we show $G_0^{\alpha\beta}(\mathbf{R}, \tau = 0^+)$ = $\langle c^\dagger_{\alpha \mathbf{R}} c_{\alpha \mathbf{R}} \rangle$ along the same line as in Fig. 6.2.4b. The general curve characteristics resemble the self-energy and show the same length scale. Thus the spatial extent of the self-energy is determined by the spatial extent of $G_0$. However, the band gap reduction is given by the size of the Coulomb interaction.

As $G_0$ is a purely material specific property the intrinsic length scale of a Coulomb engineered heterostructure is also a purely material specific property. As the semiconducting TMDCs under consideration show similar electronic band structures, they consequently have similar extents of $G_0$ and with that of the self-energy.

6.2.5. Coulomb engineered heterostructures

Now, we can use the self-energy from Fig. 6.2.4a to construct a model for material realistic Coulomb engineered heterostructures as shown in Fig. 6.2.5a. Therefore, we utilize the self-energy from the different regions and construct the self-energy for the heterostructure according to

\[
\Sigma_{\alpha\beta}(\mathbf{R}) = \begin{cases} 
\Sigma_{\alpha\beta}^{\varepsilon_1} & \text{hopping in } \varepsilon_1 \\
\Sigma_{\alpha\beta}^{\varepsilon_2} & \text{hopping in } \varepsilon_2 \\
\frac{1}{2}(\Sigma_{\alpha\beta}^{\varepsilon_1} + \Sigma_{\alpha\beta}^{\varepsilon_2}) & \text{hopping between } \varepsilon_i
\end{cases}
\]  

(6.22)
mimicking an abrupt change of the substrate underneath. With that we get the Hamiltonian for the full heterostructure

$$H_{\alpha\beta}^{\text{het}}(\mathbf{R}) = H_{\alpha\beta}^0(\mathbf{R}) + \Sigma_{\alpha\beta}(\mathbf{R}). \tag{6.2.23}$$

The resulting local density of states (LDOS) in real space is shown in Fig. 6.2.5b. Darker red areas show high density of states whereas the light red area means a nearly zero LDOS marking the gapped region around $E = 0$. The band gap modulation in the different areas is clearly visible. On top of that we see a symmetric band alignment which results directly from the $\omega = 0$ approximation. The change of the band gap from one region to the other is limited to a few unit cells as expected from the extent of the self-energy. As shown in Appendix A.4.7 we define a characteristic length $r$ (indicated by the black vertical lines in Fig. 6.2.5b) which shall be a measure of the interface region. In other words, $r$ is the distance between unit cells in which we see a ”homogeneous” behavior in the different regions. We see that the characteristic length that for all four TMDC under investigation is around $r = (7 \pm 1) a$ with $a$ the lattice constant of the TMDC. For WS$_2$ this leads to $r \approx 22$ Å. Thus intrinsic limits are rather small making extrinsic limitations as the structured substrates more important for the application of Coulomb engineered heterostructures.

**6.3. Conclusions**

We showed that a full ab-initio description of Coulomb engineered heterostructures is numerically extremely demanding without any approximations to the dielectric
environments. To this end we turned to a more efficient approach with $G\Delta W$ calculations using a model description of the dielectric function within the WFCE framework. All in all we showed that the semiconducting TMDCs under investigation are equally suitable for Coulomb engineering, considering band gap reductions as well as the possibility for rather sharp interface regions considering intrinsic limits. Other influences on the interface region are given by extrinsic measures, e.g. the sharpness of the underlying substrate change. The similarity of the TMDCs is a result of their similar band structures and intrinsic screenings. Even though the selenides are slightly less influenced than the sulfites due to their larger internal polarizability still they all show significant absolute band gap changes.

With a multi-scale approach we showed the local density of states for a material realistic Coulomb engineered heterostructure with a characteristic length scale of the interface around 7 lattice constants for all TMDCs yielding rather small transition regions. This renders the TMDCs as promising candidates for future applications in this field.

Of course for the description of highly frequency dependent substrates as for example graphite\cite{261} or graphene\cite{262}, our models have to go beyond the static limit \cite{196}. The next step has to find a suitable description of $\varepsilon_{\text{sub}}(\omega, q)$. The simplest approach would incorporate a plasmon-pole model \cite{263} of the form

$$\frac{1}{\varepsilon_{\text{sub}}(\omega)} = 1 + \frac{A}{\pi \left[ (\omega + i\eta)^2 - \omega_p^2 \right]} $$ \hspace{1cm} (6.3.1)

where $A$ is chosen such that for $\omega = 0$ we get the static limit studied in this chapter yielding $A = \pi \omega_p^2 \left( 1 - \frac{1}{\varepsilon(\omega=0)} \right)$. Here, $\omega_p$ describes the plasmon frequency. Large $\omega_p$ would lead to the anti-adiabatic limit $\varepsilon_{\text{sub}}(\omega) = \frac{1}{\varepsilon(\omega=0)}$ which is covered by the static COHSEX approximation discussed in the previous section. Small $\omega_p \to 0$ will give the limit of a freestanding monolayer due to $A(\omega_p \to 0) \to 0$ and thus $\varepsilon_{\text{sub}}(\omega) \to 1$. The interesting $\omega$ regime inbetween has to be investigated in future studies.

Additionally substrate specific properties as for example the monolayer-substrate distance \cite{181} (as larger separation decreases the screening) or hybridization effects between substrate and monolayer can become important in some material systems \cite{264} and have to be investigated.
7. Effects of the Fermi Level Energy on the Adsorption of O$_2$ to Monolayer MoS$_2$

In the previous chapters, the possibility to manipulate material properties by Coulomb engineering have been discussed in detail. Not only substrates but also molecules adsorbed at surfaces can change the screening of the Coulomb interaction. Additionally, doping could have a significant influence on the non-invasive manipulation of a material. However, Coulomb engineering of doped system shall not be part of this work. Instead we investigate the influence of O$_2$ adsorption on (doped) monolayer MoS$_2$ as a candidate for sensing applications such as detecting the adsorption of specific gas molecules.

The results presented in this chapter were developed in collaboration with P. Klement, M. Eickhoff and S. Chatterjee and are published in 2D Materials, Volume 5, Number 4 (2018) [265]. The theoretical calculations were done by myself with help from T. Wehling and the experiments were carried out by P. Klement together with M. Eickhoff and S. Chatterjee. The manuscript was written by P. Klement and myself with additional remarks from T. Wehling, M. Eickhoff and S. Chatterjee. I focused on the theoretical part of this work. The reader will find a significant overlap of the following text, its Appendix A.5 and additional details on the experiments in the original article.

7.1. Introduction

Due to their remarkable electronic and optical properties (see Chapter 3) especially TMDCs have become interesting for applications in field-effect transistors (FETs) [5], chemical sensors [266–268], and optoelectronic devices [269]. Their properties are not only sensitive to changes in their dielectric but also their chemical environments because of large surface-to-volume ratios and the presence of distinct active surface sites such as sulfur vacancies or edge sites [270–272]. Since all atoms in 2d TMDCs are exposed to ambiance the chemical reactions between gaseous species and the surface become of fundamental interest. For example the adsorption of specific gas molecules strongly affects the photoluminescence (PL) spectra of such 2d materials [272] rendering them interesting for gas sensing. Consequently different studies
used MoS$_2$ electrical devices as a proof of principle to detect NO$_2$, NH$_3$, acetone, and other solvents [266–268, 273–275]. However, for utilizing MoS$_2$ in sensing and optoelectronic applications a comprehensive understanding of the interactions between surfaces and its gaseous environment is important.

In this chapter, we show the influence of a variation of the Fermi level energy in monolayer MoS$_2$ on the adsorption of oxygen as a model system for the interactions between 2d TMDCs and oxidizing gases. Therefore we use first-principles calculations that reveal that an electron transfer from MoS$_2$ to O$_2$, required for the ionosorption of O$_2$, will only take place if the system is sufficiently $n$-doped. These findings support experimental analysis of monolayer MoS$_2$ FETs on conductive SiO$_2$/Si substrates, the latter acting as back gates. With these devices the electrical and optical response (such as the channel current in the FET, PL and photocurrent) of monolayer MoS$_2$ to the exposure to oxygen can be characterized simultaneously. With a variation of the Fermi level energy we can investigate the underlying mechanisms of the adsorption processes. A oxygen-induced reversible increase of PL intensity as well as a decrease of the conductivity of monolayer MoS$_2$ is observed which helps to identify a charge transfer between MoS$_2$ and O$_2$ upon adsorption. Furthermore the manipulation of the PL by external gating is strongly depending on the gaseous environment. This means that the charge transfer between O$_2$ and MoS$_2$ is probably more influential than the electrostatic doping shedding new light on earlier reports [276, 277].

7.2. Methods

To simulate the adsorption of O$_2$ on a monolayer of MoS$_2$ we performed DFT calculations within the local spin density approximation (LSDA) utilizing VASP [44, 45]. The Projector-augmented wave approach (PAW) [47, 73] with a cutoff energy of 400 eV for the plane wave basis set was used. To avoid interactions between different periodic images of the MoS$_2$ monolayers we chose a vacuum distance of 15 Å between adjacent periodic images. For modeling the gas adsorption, we used a $4 \times 4$ supercell of monolayer MoS$_2$ hosting one O$_2$ molecule, which results in a distance larger than 12 Å between two gas molecules. The supercell Brillouin zone integrations are performed with a $\Gamma$-centered Monkhorst-Pack mesh [278] of $12 \times 12 \times 1$ k-points. Structures were relaxed until forces acting on each ion were less than 0.02 eV/Å. We found an optimized lattice constant for monolayer MoS$_2$ of $a = 3.12$ Å. As it was suggested by Yue et al. [279], the most favorable adsorption sites for the gas molecules are the so-called H-sites, where the center of mass of the molecule is positioned on top of the hexagon, and the $T_M$ site, where the center of mass is on top of a Mo atom. We investigated two different initial molecular orientations of O$_2$ with the molecular axis parallel ($||$) or perpendicular ($\perp$) to the monolayer. For different Sulfur-O distances $h$, we relaxed all structures and found the most favorable configuration as the $T_M||$ site with $h = 2.8$ Å as shown in Fig. 7.2.1.
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Figure 7.2.1.
Top (a) and side (b) view of the supercell used in the ab-initio DFT calculations. The most favorable adsorption site of O\(_2\) is at the \(T_{M//}\) site, where the center of mass mass of the molecule is on top of a Mo atom with the molecular axis parallel to the monolayer.

We discuss the charge transfer in terms of the Fermi level position relative to the density of states as it links directly to the experimentally relevant quantity of free charge carriers and allows us to investigate the effects of doping. To simulate electrostatic \(n\)-doping of MoS\(_2\) due to a gate bias and with that a gate controlled manipulation of the Fermi level, we artificially increased the number of electrons in the system while adding homogeneous positive background charge to ensure overall charge neutrality of the system.

7.3. Electronic states of MoS\(_2\) upon adsorption of O\(_2\)

In Fig. 7.3.1 the density of states (DOS) of MoS\(_2\) in absence (upper panels) and presence (lower panels) of oxygen for different free electron concentrations, controlled by the gate bias, are shown. The corresponding band structures can be found in Appendix A.5.1. The doping of 0.01 electrons/unit cell corresponds to approximately 10\(^{13}\) electrons/cm\(^2\). In the undoped system without surface adsorbates, the band gap of MoS\(_2\) is clearly visible in the DOS and the Fermi level energy is located inside the gap, as expected for a pristine semiconductor (Fig. 7.3.1a). For increasing number of electrons in the system, the Fermi level shifts to energies within the conduction band of MoS\(_2\) (Fig. 7.3.1b). The oxygen adsorbates change the DOS by contributing a fully occupied molecular orbital in the spin up channel below the valence band edge and an orbital with spin down character within the gap of MoS\(_2\) (Fig. 7.3.1c). Without additional doping of MoS\(_2\), the spin down orbital remains empty. Thus, in absence of free electrons in the conduction band of MoS\(_2\), the number of free carriers remains zero and there is no charge transfer from the extended MoS\(_2\) electronic states to those states localized predominantly in the oxygen orbitals. This situation changes for gate-induced \(n\)-doping (Fig. 7.3.1 d). The Fermi level is now above the MoS\(_2\) conduction band edge. Electron transfer from MoS\(_2\) to O\(_2\) occurs and oxygen depletes the MoS\(_2\) conduction band.
Thus an electron transfer from MoS$_2$ to O$_2$, which is required for ionosorption of molecules to the surface, can only take place in sufficiently $n$-doped systems. This means in experiments an influence of the Fermi level position, i.e. of the back gating, should be observed during adsorption and desorption processes of oxygen molecules to the surface. We will discuss experimental results from photoluminescence and conductivity measurements under O$_2$ exposition in dependence on the back gate in the following.

### 7.4. Measurements of photoluminescence and conductivity

To investigate the effect of the Fermi level on the adsorption processes, the PL and PC of monolayer MoS$_2$ in O$_2$/N$_2$ gaseous atmospheres of different O$_2$-concentrations were studied. The Fermi level position in the MoS$_2$ monolayer was varied through different gate biases in the measurement device shown in Fig. 7.4.1a. Thereby, the p$^+$–Si-substrate acts as the back gate by applying the gate-to-source voltage $V_{gs}$. The source contact is grounded and a drain-to-source voltage $V_{ds}$ is applied to the drain contact which results in a drain-to-source current $I_{ds}$. The PL spectra at room temperature were measured by illuminating the region between the contacts. The results for different back gate biases are shown in Fig. 7.4.1b exhibiting a broad emission peak near 1.85 eV. The peak center shifts to 1.88 eV when the applied negative back gate bias electrically deplets the monolayer. Additionally the intensity increases by 40%.
This high-energy peak at 1.88 eV belongs to the recombination of the neutral exciton \( X^0 \) while the low-energy peak at 1.85 eV is associated with a negatively charged trion \( X^- \) [276]. This is because of an increased density of free electrons for positive back gate bias introducing excess electrons to MoS\(_2\). During PL these electrons can bind to the photo-generated electron-hole pairs forming trions. Thus spectral weight is transferred to the trion, accompanied by a reduction in excitonic PL. In contrast, for negative gate bias, i.e., MoS\(_2\) is depleted of free electrons, less trions \( (X^-) \) form and the excitonic \( X^0 \) PL is enhanced.

The transients of the PL intensity for different \( O_2 \) concentrations are shown in Fig. 7.4.2a. They were obtained by integration of the PL spectra in the energy range around the excitonic peak between 1.7 and 2.0 eV. Upon exposure to \( O_2 \) containing atmospheres a reversible increase in PL intensity is found with the magnitude scaling with the oxygen concentrations. Since the PL intensity decreases to approximately the same level in the \( N_2 \) intervals (white background in Fig. 7.4.2a), the sample seems to fully recover. Independent of the gaseous environment, PL intensity is increased for negative back gate bias (consistent with Fig. 7.4.1b). However, this enhancement is much more pronounced in the presence of \( O_2 \). Thus, the Fermi level position significantly influences the adsorption and desorption processes of oxygen molecules to the surface as we have predicted in our theoretical calculations. Since \( O_2 \) has a larger electronegativity compared to \( N_2 \), it attracts electrons from the MoS\(_2\) monolayer by charge transfer [270, 272].

In Fig. 7.4.2b the sheet conductivity \( \sigma = I_{ds}/V_{ds} \) under illumination is shown which were recorded simultaneously to the PL transients. The source-to-drain current \( I_{ds} \) and with that \( \sigma \) is directly related to the density of free carriers. For positive back gate (blue line) a decrease in sheet conductivity during \( O_2 \) exposure is observed. This is due to a reduction in the free electron concentration resulting from a charge transfer between MoS\(_2\) and \( O_2 \). For high \( O_2 \) concentrations (between 100 and 30\%),

---

**Figure 7.4.1.**

(a) Schematic of a back-gated MoS\(_2\) device and the measurement configuration. (b) PL spectra of a monolayer MoS\(_2\) device for different \( V_{gs} \) from 100 to +100 V in air. Images from P. Klement
Figure 7.4.2.
Modulation of the photoluminescence intensity (a), sheet conductivity $\sigma$ with active channel illuminated (b) and in the dark (c) of a monolayer MoS$_2$ device as a function of the O$_2$ concentration and back gate bias $V_{gs}$. The dashed black line indicates the base level. The grey background shows the O$_2$ intervals. O$_2$ concentrations in each interval are shown in the upper panels and range from 100 to 1%. For $V_{gs} = 0$ V (red line), the gas input failed after 10 h. Images from P. Klement

$\sigma$ reaches an approximately constant base level. For lower O$_2$ (between 10 and 1%) concentrations $\sigma$ does not reach the base level anymore but higher value in each interval because of fewer available adsorbates resulting in less depletion of MoS$_2$ and thus an increase in conductivity. During N$_2$ intervals an increase of $\sigma$ but no full recovery to the value before oxygen exposure is observed, which is referred to as ‘poisoning’ [267, 280, 281] and indicates chemisorption of O$_2$ molecules to MoS$_2$ at room temperature which desorb on a long time scale. The response in conductivity is determined by the modulation in the density of majority carriers (electrons) in contrast to the PL response which is determined by the density of photo-generated minority carriers (holes) decaying on significantly shorter time scales compared to chemisorption processes. Consequently, the PL response completely recovers in the N$_2$ intervals and $\sigma$ does not.

For negative or no back gate bias (black and red lines in Fig. 7.4.2b) similar behavior but less pronounced is visible. As the number of free electrons is tuned by the back gate we find the different levels of $\sigma$. For a positive back gate the density of electrons is increased and thus the absolute change in $\sigma$ in the presence of O$_2$ also increases significantly. This can be understood from the theoretical results shown in the previous chapter: the charge transfer between MoS$_2$ and O$_2$ increases with $n$-doping, i.e. for positive back gate bias.

For other materials it was reported that not only external gating but also visible-light illumination of the device can raise the sensitivity to O$_2$ [282]. To investigate this effect, the conductivity in the dark $\sigma_{dk}$ (Fig. 7.4.2c) was measured. Compared to $\sigma$ under illumination, independent of the bias significantly lower conductivities
are found. This means, the dominant contributions to the drain-to-source current $I_{ds}$ are probably photo-generated carriers. Nevertheless the oxygen exposure affects the properties similarly but only observable for high concentrations above 30%. Below that, $\sigma_{dark}$ steadily increases and no adsorption effects can be seen anymore. As a result visible-light illumination can not only increase the conductivity through photo-generated carriers but also improves the sensitivity of the device. For negative gate bias $\sigma_{dark}$ decreases even further. This emphasizes again the importance of free carriers and with that the position of the Fermi level in MoS$_2$ for O$_2$ adsorption as shown in the theoretical calculations.

The effect of oxygen adsorption is stronger on the PL intensity compared to the conductivity meaning PL measurements are more sensitive to oxygen exposure. Moreover, the effects of O$_2$ adsorption are strong in PL intensity irrespective of the back gate. This means when charge carrier transfers are involved, PL are superior to conductivity measurements. A more detailed discussion of the experimental results can be found in the original article [265].

### 7.5. Conclusion

All in all we have shown with first-principle calculations that the adsorption of O$_2$ molecules on monolayer MoS$_2$ is controlled by the Fermi level position. An electron transfer can only take place when the system is sufficiently $n$-doped. These calculations supported experimental measurements of photoluminescence and conductivity of MoS$_2$ FETs in which the proposed electron transfer from MoS$_2$ to O$_2$ upon adsorption [270, 272] was identified and controlled by the Fermi level. The adsorption effects of O$_2$ are stronger in the PL intensity compared to conductivity measurements rendering PL superior when charge carrier transfers are involved. Furthermore manipulation of the PL intensity through external gating depends on the gaseous environment meaning that the electron transfer between MoS$_2$ and O$_2$ upon adsorption seems to be more important than just electrostatic doping which explains earlier results on gated configurations [277].
8. Conclusions

In this work we demonstrated the importance of Coulomb interactions in 2d materials and how the dielectric environment can be used to manipulate electronic properties. We showed first as a proof-of-principle and then in real materials a band gap transition in homogeneous monolayers induced by laterally structured dielectric environments. These Coulomb engineered heterostructures exhibit sharp interface regions on the order of a few unit cells and the two-particle excitations show a peculiar response to the environment. To correctly include internal screening effects we utilized many-body perturbation theory on top of density functional theory. Environmental screening was taken into account by appropriate models for the static dielectric function.

Firstly, we turned to investigate environmental screening effects on the band gap of 2d MoS$_2$. We proposed a scheme to build Coulomb engineered heterostructures by laterally structured dielectric environments. Furthermore, we investigated the spatial extent of the $G_0W_0$ self-energy showing that it is non-local and thus able to modify the band gap. Yet it is localized around a few unit cells which allows for sharp interfaces. For spatially structured substrates model calculations based on the Hartree-Fock self-energy showed a spatial band gap change depending on the macroscopic dielectric constant of the region.

Based on this model we studied how excitons respond to the tuning of the Coulomb interaction. The lowest energy excited state (which is a tightly bound exciton) is nearly unaffected by the dielectric environment. However, higher energy states can be strongly manipulated meaning that their excitation energies can be tuned at energy scales comparable to the quasiparticle gap at spatial distances of a few lattice constants. The Bohr radius compared to the lattice spacing determines how the excitonic gap responds to the environment. For delocalized ground state excitons a shift in the same direction as the higher energy excitons upon changes in the dielectric environment was observed. However, in the limit of strongly localized excitons this trend was reversed. We found potential energy landscapes in which higher energy states could be trapped on an atomic scale while the lower energy states move almost freely or were even expelled from the trapping regions.

For the description of Coulomb engineering in semiconducting TMDCs (MoS(e)$_2$ and WS(e)$_2$) we turned to a more material realistic approach. Full ab-initio calculations of Coulomb engineered heterostructures turned out to be numerically extremely demanding and costly. Thus we used a more efficient modeling scheme based on a combination of $G\Delta W$ within static COHSEX approximation and the WFCE
approach to incorporate a more material realistic (static) dielectric function. All semiconducting TMDCs under investigation showed a significant band gap reduction upon increasing screening of the dielectric environment. Concerning absolute decreases the selenides were a little less influenced by the environment due to stronger internal polarization effects but relative changes were roughly the same for all materials. We showed that not only in the simple model approach but also for the material realistic description the length scale of the self-energy, rendering the internal limits for the sharpness of interfaces, is on the order of a few unit cells. This was universal to all investigated materials due to their similarity in their electronic properties. For a material realistic description of a Coulomb engineered heterostructure we turned to a model utilizing the self-energy derived from GΔW. The band gap modulation were found to be reminiscent of Type-I heterojunction meaning symmetric shifts of the band edges. In conclusion all TMDCs were equally suitable for Coulomb engineering rendering them promising for future devices [188, 191]. With our investigations on Coulomb engineered heterojunctions we opened up a completely new field for tailor made devices.

In this work we only considered dielectric constants to model the substrates. For a more detailed insight into the correlation effects a frequency dependent description will be crucial [196]. In a first step this can be done in the GΔW approach by incorporation a plasmon-pole model for the dielectric function. Furthermore, in the material realistic approach we neglected possible charge transfer effects at the interface. To include them, a real space model for the dielectric function has to be used, considering internal and external screening effects. However, this is not a simple task which needs further investigations.

In terms of possible sensing devices made from TMDCs, we demonstrated that a variation of the Fermi energy in MoS$_2$ controls the adsorption of O$_2$. With density functional theory calculations we supported experimental analysis of monolayer MoS$_2$ field effect transistors on conductive substrates. We found an oxygen-induced reversible increase of PL intensity dependent on external gating. Through measurements of the PL and conductivity an electron transfer from MoS$_2$ to O$_2$ on adsorption controlled by the Fermi level was observed.
A. Appendix

A.1. Transition Metal Dichalcogenides

A.1.1. Lattice parameter and band structures of TMDCs

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$a_{\text{exp}}$</th>
<th>$z_0$</th>
<th>$\Delta_{\text{SOC}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>in Å</td>
<td>in Å</td>
<td>in Å</td>
<td>in eV</td>
</tr>
<tr>
<td>MoS$_2$</td>
<td>3.18</td>
<td>3.16[141]</td>
<td>3.13</td>
<td>0.148</td>
</tr>
<tr>
<td>MoSe$_2$</td>
<td>3.32</td>
<td>3.29[141]</td>
<td>3.34</td>
<td>0.186</td>
</tr>
<tr>
<td>WS$_2$</td>
<td>3.19</td>
<td>3.15[141]</td>
<td>3.15</td>
<td>0.427</td>
</tr>
<tr>
<td>WSe$_2$</td>
<td>3.32</td>
<td>3.29[141]</td>
<td>3.36</td>
<td>0.464</td>
</tr>
</tbody>
</table>

The ab-initio calculations in this work were performed with the Vienna ab initio simulation package (VASP) [44, 45]. The DFT calculations were carried out within the GGA approximation [59] with a PBE plane wave basis set. The Projector-augmented wave approach (PAW) [47, 73] with a cutoff energy of 350 eV for the plane wave basis set was used. Structures were relaxed with a conjugate gradient algorithm as implemented in VASP on a $18 \times 18 \times 1$ k-mesh till the total free energy change was smaller than $10^{-4}$ eV. The parameter $\lambda_0$ is the spin splitting $\Delta_{\text{SOC}}$ of the valence band at K resulting from GGA-PBE calculations considering spin-orbit coupling as implemented in VASP using a $12 \times 12 \times 1$ k-mesh. The resulting parameter are shown in Table A.1. The DFT band structure as well as the $G_0W_0$ band structures of the low-energy states are presented in Fig. A.1.1. For details on the $G_0W_0$ calculations see Appendix A.4.2.
Figure A.1.1.
DFT (grey) and $G_0W_0$ (red) band structures in the minimal basis set for semiconducting TMDCs investigated in this work.
A.2. 2D Heterojunctions from Non-local Manipulations of the Interactions

A.2.1. Calculational details

The DFT and $G_0W_0$ calculations were performed with VASP [44, 45]. The DFT calculations are carried out in GGA with a PBE plane wave basis set [59] using a $18 \times 18 \times 1$ k-mesh and an energy cut-off of 280 eV. The lattice constant is set to 3.18 Å, the sulfur z-positions are relaxed to $\pm 1.57$ Å. The results are projected onto Mo $d_z^2, d_{xy}$ and $d_{x^2-y^2}$ orbitals using Wannier90 [36] to get a minimal tight-binding model as described in Chapter 3.3. Afterwards we stay with the resulting projections without performing a maximal localization. As an extrapolation scheme for treating artificial screening effects due to a periodic image of the monolayer cannot be applied to the resulting hopping element $t_{\alpha\beta}^{GW}$, an interlayer separation of 55 Å is chosen to minimize artificial self-interactions within the supercell approach. For the evaluation of the polarization in the $G_0W_0$ calculations 192 bands together with an energy cut-off of 150 eV are used.

A.2.2. Tight-binding model parameter

In order to describe MoS$_2$ with the tight-binding model introduced in Section 4.3.1, we use the parameter given in Tab. A.3 which reproduce the DFT band gap and band width of MoS$_2$. The in-plane lattice constant is labeled by $a$ and the vertical separation is set to $c$.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$t_\perp$</th>
<th>$t_{ii}$</th>
<th>$a$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.26 eV</td>
<td>-0.85 eV</td>
<td>0.0 eV</td>
<td>3.18 Å</td>
<td>$a/4$</td>
</tr>
</tbody>
</table>

Table A.2.
Tight-binding model parameter for the description of MoS$_2$

A.2.3. Treating the Coulomb interaction

The Coulomb interaction gives rise to electron-electron, electron-ion and ion-ion interaction terms: $H_{\text{Coulomb}} = H_{ee} + H_{ei} + H_{ii}$. The ions are assumed to have a fixed positive charge $Ze = +1e$ to ensure charge neutrality of the whole system, i.e. $Z = 2\bar{n}$, where $\bar{n}$ is the average electron occupation per spin and orbital. The ionic positions
are assumed to be fixed. Thus, $H_{ii}$ leads to a constant shift of the total energy, which will be neglected in the following. The remaining Coulomb terms read [26, 27]

$$H_{ee} = \frac{1}{2} \sum_{ij\sigma\sigma'} U_{ij} c_{i\sigma}^\dagger c_{j\sigma'}^\dagger c_{j\sigma'} c_{i\sigma}$$

(A.2.1)

$$H_{ei} = -\sum_{ij\sigma} U_{ij} \hat{n}_{i\sigma} Z,$$

(A.2.2)

where $U_{ij} = U(r_i, r_j)$ is the interaction energy between electrons or ions at sites $r_i$ and $r_j$, $\sigma$ labels the electron spin, $c_{i\sigma}^\dagger$ ($c_{i\sigma}$) are the corresponding electronic creation (annihilation) operators, and $\hat{n}_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$ are electron occupation operators.

In the Hartree-Fock approximation $H_{ee}$ becomes

$$H_{ee}^{HF} = \sum_{ij\sigma\sigma'} U_{ij} (c_{i\sigma}^\dagger c_{i\sigma} \langle c_{j\sigma'} c_{j\sigma'}^\dagger \rangle - c_{i\sigma}^\dagger c_{j\sigma'}^\dagger \langle c_{j\sigma'} c_{i\sigma} \rangle)$$

$$= \sum_{ij\sigma\sigma'} U_{ij} (\hat{n}_{i\sigma} \langle \hat{n}_{j\sigma'} \rangle - c_{i\sigma}^\dagger c_{j\sigma'}^\dagger \langle c_{j\sigma'}^\dagger c_{i\sigma} \rangle)$$

$$= \sum_{ij\sigma} U_{ij} \left(2\hat{n}_{i\sigma} \langle \hat{n}_{j} \rangle - \hat{n}_{j} \langle c_{i\sigma}^\dagger c_{j\sigma} \rangle c_{i\sigma}^\dagger \right).$$

(A.2.3)

We used the symmetry of the Coulomb matrix $U_{ij} = U_{ji}$ and assumed that the system is non-magnetic, i.e. $\langle \hat{n}_{j\sigma} \rangle = \langle \hat{n}_{j\sigma'} \rangle$ $\equiv \langle \hat{n}_{j} \rangle$ and $\langle c_{j\sigma}^\dagger c_{i\sigma} \rangle \equiv \delta_{\sigma\sigma'} \langle c_{j\sigma}^\dagger c_{i\sigma} \rangle$. The factor of 2 in the Hartree term (first term) accounts for spin-degeneracy. Together with the electron-ion interaction $H_{ei} = -\sum_{ij\sigma} U_{ij} \hat{n}_{i\sigma} Z$ from Eq. (A.2.2) and the charge-neutrality condition $Z = 2\bar{n}$ we arrive at

$$H_{ee}^{HF} + H_{ei} = \sum_{ij\sigma} U_{ij} \left(2\hat{n}_{i\sigma} \langle \hat{n}_{j} \rangle - \hat{n}_{j} \langle c_{i\sigma}^\dagger c_{j\sigma} \rangle c_{i\sigma}^\dagger \right)$$

$$= \sum_{ij\sigma} U_{ij} \left(2\hat{n}_{i\sigma} \delta n_{j} - \langle c_{i\sigma}^\dagger c_{j\sigma} \rangle c_{i\sigma}^\dagger \right).$$

(A.2.4)

where we introduced the deviation from the average occupation $\delta n_{j} = \langle \hat{n}_{j} \rangle - \bar{n}$. Eq. (A.2.4) can be expressed according to

$$H_{ee}^{HF} + H_{ei} = \sum_{ij\sigma} \Sigma_{ij\sigma} c_{j\sigma}^\dagger c_{i\sigma}$$

(A.2.5)

with the self-energy

$$\Sigma_{ij} = \delta_{ij} \sum_{l} 2U_{il} \delta n_{l} - U_{ij} \langle c_{i}^\dagger c_{l} \rangle,$$

(A.2.6)
where the spin indices are suppressed as $\Sigma_{ij}$ is spin diagonal.

The self-consistent evaluations of the self-energy are performed by using non-primitive rectangular unit cells, which involve 4 atoms. All supercells consist of $50 \times 30$ non-primitive unit cells. We use periodic boundary conditions in the $y$-direction and fixed boundaries in the $x$-direction. In the case of the heterostructures, the plane, which separates the different dielectric areas from each other is chosen to be parallel to the $y$-axis and is placed between the 25th and 26th unit cells on the $x$-axis.

A.2.4. Screening model

As described in Section 4.3.2, the Poisson equation has to be solved in general numerically to obtain the screened Coulomb interaction within the two-dimensional layer. Nevertheless, there are situations in which the resulting problem can be solved analytically, for instance, in the case of two half spaces with different dielectric constants $\varepsilon_1$ and $\varepsilon_2$ and zero film thickness. In this situation, the screened Coulomb potential can be obtained analytically using the method of image charges \[76\].

Therefore, the electrostatic potential $\phi_{\mathbf{r}_i}(\mathbf{r}_j) = U_{ij}/e$ at position $\mathbf{r}_i$ resulting from a source electron with charge $q_j$ at $\mathbf{r}_j$ is calculated as a superposition of the potential of the source charge and its corresponding image charge. If $\mathbf{r}_i$ and $\mathbf{r}_j$ are in the same subspace, the image charge $q_m$ is placed at $\mathbf{r}_m$, which is the mirrored position of $\mathbf{r}_j$ with respect to the plane separating the dielectrics. Otherwise the image charge $q'_m$ is positioned at $\mathbf{r}_j$. The continuity conditions for the electric field $\mathbf{E}$ and the electric displacement field $\mathbf{D}$ lead to $q_m = \pm \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + \varepsilon_2} q_j$ and $q'_m = \frac{2}{\varepsilon_1 + \varepsilon_2} q_j$ which finally yields the potential\[1]:

$$
U_{ij} = \begin{cases} 
\frac{1}{\varepsilon_1} \left( v_{ij} + \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + \varepsilon_2} v_{im} \right) & i, j \in \mathbf{R}_{\varepsilon_1} \\
\frac{1}{\varepsilon_2} \left( v_{ij} + \frac{\varepsilon_2 - \varepsilon_1}{\varepsilon_1 + \varepsilon_2} v_{im} \right) & i, j \in \mathbf{R}_{\varepsilon_2} \\
\frac{2}{\varepsilon_1 + \varepsilon_2} v_{ij} & \text{otherwise.}
\end{cases}
$$

(A.2.7)

Here, $\mathbf{R}_{\varepsilon_1}$ ($\mathbf{R}_{\varepsilon_2}$) is the set of lattice vectors in the area with the dielectric constant $\varepsilon_1$ ($\varepsilon_2$). $v_{ij}$ is an unscreened (bare) Coulomb potential of the form

$$
v_{ij} = \frac{e^2}{\sqrt{|\mathbf{r}_i - \mathbf{r}_j|^2 + \delta^2}},
$$

(A.2.8)

with $e$ being the elementary charge and $\delta$ accounting for the finite spread of the electronic orbitals\[283\].

\[1\] A complete step-by-step deviation of the resulting potential is given e.g. in Ref. [76]
If $\varepsilon_1 = \varepsilon_2 = \varepsilon$, we end up with a homogeneous environment and the Coulomb interaction reduces to

$$U_{ij} = \frac{1}{\varepsilon} v_{ij}. \quad (A.2.9)$$

In order to implement a situation that is similar to MoS$_2$, we set $\delta = 1.5$ Å which leads to a bare on-site potential $U_{ii} \approx 9.6$ eV (i.e. for $\varepsilon = 1$) and corresponds to a bare density-density matrix element of the Coulomb interaction for the $d_{z^2}$ orbitals of MoS$_2$. The diagonal elements of the bare Coulomb tensor in the basis of the aforementioned three Wannier orbitals vary between 8.9 eV and 9.9 eV.

### A.2.5. Calculation of the local density of states

To calculate the local density of states (LDOS) shown in Section 4.3, we use the single-particle Green’s function

$$G(E) = \frac{1}{E + i\delta - H}. \quad (A.2.10)$$

with the single-particle Hamiltonian (including the Hartree-Fock contributions) with the eigenenergies $E_n$ and eigenstates $|\psi_n\rangle$. For the full density of states we have to calculate the spectral function (see Chapter 2.4.1) as the trace of the imaginary part of $G(E)$ [284]:

$$D(E) = -\frac{1}{\pi} \text{Tr}(\text{Im}[G(E)]). \quad (A.2.11)$$

We are interested in the local density of states $D_\nu(E)$, which is the energy distribution for particles in the single-particle states $|\nu\rangle$. Then, the full DOS is the sum over all local density of states:

$$D(E) = -\frac{1}{\pi} \sum_\nu \langle \text{Im}[G(E)] \rangle_{\nu\nu} = \sum_\nu D_\nu(E), \quad (A.2.12)$$

meaning that the LDOS is proportional to the diagonal elements of the imaginary part of $G(E)$ from Eq. (A.2.10):

$$D_\nu(E) = -\frac{1}{\pi} \text{Im} [G(E)]_{\nu\nu}. \quad (A.2.13)$$

To calculate $G_{\nu\nu} = \langle \nu | G | \nu \rangle$, we use the eigenbasis of the Hamiltonian

$$G_{\nu\nu}(E) = \sum_n \frac{|\langle \nu | \psi_n \rangle|^2}{E + i\delta - E_n}. \quad (A.2.14)$$
A.2. 2D Heterojunctions from Non-local Manipulations of the Interactions

The coefficient $\langle \nu | \psi_n \rangle$ are the entries of the eigenvectors in the single-particle basis $\{|\nu\}\}$:

$$|\psi_n\rangle = \sum_\nu \langle \nu | \psi_n \rangle |\nu\rangle = \sum_\nu c^{(n)}_\nu |\nu\rangle.$$  \hspace{1cm} (A.2.15)

In this work the single-particle basis $\{|\nu\}\}$ are the Wannier orbitals of our model system.

A.2.6. Hartree and Fock contributions to the band gap

In Fig. A.2.1 we show the electronic density of states obtained by including different parts of the self-energy using the generic model within a homogeneous dielectric environment ($\varepsilon = 5$) for a 50 × 30 super cell. Fig. A.2.1a shows the evolution of the band gap by subsequent inclusion of the Hartree ($\Sigma_H$) and Fock ($\Sigma_F$) terms. The local Hartree contribution to the tight-binding gap is negligible, while the Fock terms cause a drastic increase. In more detail, we see in Fig. A.2.1b that this increase is due to the non-local Fock contribution only, while the local Fock terms just broaden the bands. Thus, the drastic increase of the band gap within the Hartree-Fock approximation results from a modified hybridization due to non-local interactions.

![Figure A.2.1](image)

**Figure A.2.1.**
Hartree-Fock self-energy contributions to the density of states in an homogeneous dielectric environment. (a) Influence of the Hartree and full Fock terms. (b) Local and non-local contributions of the Fock term.

A.2.7. Heterogeneous substrate

In order to illustrate the details of the band-gap overlaps between the areas with different dielectric environments ($\varepsilon_1 = 5$ and $\varepsilon_2 = 15$), we show in Fig. A.2.2 the
local density of states for the unit cells far from the interface shown in Fig. 4.3.3. These unit cells are chosen to lie in regions where the local density of states essentially coincide with the density of states of the corresponding homogeneous systems. Due to the relative shifts of the valance-band maxima and conduction-band minima in each spatial area, the resulting total density of states shows a strongly reduced band gap of $\approx 1.8\text{ eV}$, which we refer to as the band-gap overlap. The local density of states reveals the typical characteristic of a type-II heterojunction, here.

Figure A.2.2
Local density of states for the system considered in Fig. A.2.2 of the main text inside the regions with different dielectric environment ($\varepsilon_1 = 5$ and $\varepsilon_2 = 15$).
A.3. Non-invasive control of excitons

A.3.1. Electron-Hole Hamiltonian

The many-body wave functions of the excited state in the electron-hole picture can be described as linear combinations of Slater determinants of electron and hole wave functions. Upon single excitation of only one electron-hole pair, all electron-electron (\(V_{eeee}^{ijkl}\)) and hole-hole (\(V_{hhhh}^{ijkl}\)) interaction terms vanish. If we neglect electron-hole exchange-like terms (which do not contribute to the energy scale discussed in Chapter 5), the many-body Hamiltonian in second quantization is given by Eq. (5.2.1):

\[
H = \sum_i E_i^e e_i^e + \sum_i E_i^h h_i^h - \sum_{ijkl} V_{ijkl}^{ehhe} e_i^e h_j^h e_k^h e_l^e,
\]

where \(E_i^e/h\) are dressed electron/hole eigenenergies from the Hartree-Fock calculations which are described in Chapter 4. The operator \((e/h)_i^{(l)}\) annihilates (creates) an electron/hole in the Hartree-Fock eigenstate

\[
|\psi_i^{(e/h)}\rangle = \sum_R c_{R,(e/h)}^i |R\rangle.
\]

In more detail, the coefficients \(c_{R,(e/h)}^i\) are the entries of the \(i\)-th eigenvector obtained from diagonalizing the Hartree-Fock Hamiltonian within the \(\{|R\}\)-basis. Then the Coulomb matrix elements \(V_{ijkl}^{ehhe}\) between electrons and holes are given by

\[
V_{ijkl}^{ehhe} = \sum_{R_1,R_2,R_3,R_4} c_{R_1,e}^{i_s} c_{R_2,h}^{j_s} c_{R_3,h}^{k_s} c_{R_4,e}^{l_s}
\times \langle R_1 | U(r-r') \langle R_2 | | R_3 \rangle | R_4 \rangle.
\]

Here, \(U\) describes the screened Coulomb interaction. Due to the orthogonality and the localization of the states \(|R\rangle\) we only consider two-center contributions,

\[
V_{ijkl}^{ehhe} \approx \sum_{R,R'} c_{R,e}^{i_s} c_{R',h}^{j_s} c_{R',h}^{k_s} c_{R,e}^{l_s}
\times \langle R | \langle R' | U(r-r') | R' \rangle | R \rangle.
\]

For further details see, e.g., Ref. [285] and the references therein. In our lattice-discretized approach, the short-range spatial distribution of the states \(|R\rangle\) is not
explicitly known. Thus, the electron-hole Coulomb matrix elements are approximated by

\[ V_{ijkl}^{ehhe} = \sum_{R,R'} e^{i_R c_{R'}^h} e^{j_{R''}^e} e^{k_{R''}^h} e^{l_{R}^e} U_{R,R'}. \]  

The Coulomb matrix elements \( U_{R,R'} \) contain the screening effects of the spatially structured dielectric environment as in Eq. (A.2.9):

\[ U_{R,R'} = \frac{e^2}{\varepsilon_{R,R'} \sqrt{(R - R')^2 + \delta^2}}. \]  

Here, \( e \) is the elementary charge and the parameter \( \delta \) takes into account the finite spread of the orbitals \( |R\rangle \) for \( R = R' \). To emulate MoS\(_2\) we choose \( \delta = 1.5 \text{Å} \) as in Chapter 4. The macroscopic dielectric function \( \varepsilon_{R,R'} \) includes the screening effects of the environment. For a homogeneous environment it is set to a constant value \( \varepsilon_{R,R'} = \varepsilon \), whereas in a heterogeneous environment the interface is included as described in Section A.2.4 using image charges at the lattice sites \( R_m \), yielding

\[ \varepsilon_{R,R'} = \begin{cases} 
\frac{1}{\varepsilon_1} \left( 1 + \frac{\varepsilon_2 - \varepsilon_1}{\varepsilon_1 + \varepsilon_2} \frac{\sqrt{(R - R')^2 + \delta^2}}{\sqrt{(R - R_m)^2 + \delta^2}} \right) & \text{if } R, R' \in \varepsilon_1 \\
\frac{1}{\varepsilon_2} \left( 1 + \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + \varepsilon_2} \frac{\sqrt{(R - R')^2 + \delta^2}}{\sqrt{(R - R_m)^2 + \delta^2}} \right) & \text{if } R, R' \in \varepsilon_2 \\
\frac{2}{\varepsilon_1 + \varepsilon_2} & \text{otherwise} \end{cases}. \]  

### A.3.2. Dipole matrix elements

To directly investigate experimentally easily accessible optical properties, we calculate the linear optical absorption spectrum. In the dipole approximation, the light-matter coupling can be described by the dipole Hamiltonian:

\[ H_d = -eE \sum_{ij} \langle \psi_i^e | r | \psi_j^h \rangle e_i h_j + h.c. \]  

Its matrix elements, that contain the optical selection rules can unambiguously be obtained from matrix elements of the position operator \( r \) between the quasiparticle electron and hole states \( |\psi_{(e/h)}^i\rangle \) from Eq. (A.3.2): 

\[ d_{ij}^{eh} = e \langle \psi_i^e | r | \psi_j^h \rangle. \]
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Depending on the polarization of the electric field vector of the incident light, different vectorial components are projected out of $d_{ij}^{eh}$ in Eq. (5.2.2). We simulate the case of unpolarized light via an equally weighted superposition of $I(E = [100])$, $I(E = [010])$ and $I(E = [001])$.

A.3.3. Many-body eigenstates

For the spatially resolved two-particle DOS, Eq. (5.2.4), we calculate the eigenstates $\Psi^\lambda(r_e, r_h)$ of the electron-hole Hamiltonian (Eq. (5.2.1)) as a function of the electron and hole position $r_{(e/h)}$. Therefore, we calculate the eigenstate $|\Psi^\lambda\rangle$ from the many-body Hamiltonian (5.2.1) as linear combination of Slater determinants of electron and hole wave functions build from the Hartree-Fock eigenstates defined by Eq. (A.3.2):

$$|\Psi^\lambda\rangle = \sum_{nm} a_{nm}^{\lambda} |\psi_n^{(e)}\rangle |\psi_m^{(h)}\rangle$$

(A.3.10)

The expansion coefficients $a_{nm}^{\lambda}$ are the entries of the $\lambda$-th eigenvector which results from numerically diagonalizing the many-body Hamiltonian. The spatial representation of the eigenstate is then the projection on the electron and hole position $|r_{(e/h)}\rangle$:

$$\Psi^\lambda(r_e, r_h) = \langle r_e | \langle r_h | \Psi^\lambda \rangle$$

$$= \sum_{nm} \sum_{R,R'} a_{nm}^{\lambda} e^i R_{e,R}^c e^i R_{h,R'}^m \delta_{R_e,R} \delta_{R_h,R'}$$

(A.3.11)

A.3.4. Semiconductor tight-binding models

<table>
<thead>
<tr>
<th>Model</th>
<th>Localization</th>
<th>$t$</th>
<th>$t_A^{ii}$</th>
<th>$t_B^{ii}$</th>
<th>$a$</th>
<th>$t_\perp$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hex. bilayer</td>
<td>Localized</td>
<td>0.225 eV</td>
<td>0.0 eV</td>
<td>0.0 eV</td>
<td>3.18 Å</td>
<td>−0.85 eV</td>
<td>a/4</td>
</tr>
<tr>
<td></td>
<td>Delocalized</td>
<td>1.7 eV</td>
<td>0.0 eV</td>
<td>0.0 eV</td>
<td>3.18 Å</td>
<td>−0.85 eV</td>
<td>a/4</td>
</tr>
<tr>
<td>Honeycomb latt.</td>
<td>Localized</td>
<td>0.5 eV</td>
<td>0.83 eV</td>
<td>−0.83 eV</td>
<td>3.19 Å</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Delocalized</td>
<td>1.1 eV</td>
<td>0.83 eV</td>
<td>−0.83 eV</td>
<td>3.19 Å</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.3.

Tight-binding model parameter for the description of MoS$_2$ for the "hexagonal bilayer" and the "honeycomb lattice".

From the perspective of tight-binding modeling, several methods exist to open a gap in an initially gapless electronic band structure. The two distinct models we
use shall mimic a hybridization gap ("hexagonal bilayer") and a broken sublattice symmetry ("honeycomb lattice") as described in the main text.

For the hexagonal bilayer, the on-site energies and hopping matrix elements are chosen to reproduce DFT band gaps and band width of MoS$_2$. For the honeycomb lattice the parameter from Ref. [255] are used. In both models we control how localized the electrons are with the in-plane hopping $t$. The hopping $t_{ii}^{A/B}$ defines the on-site energy and quantifies the sublattice symmetry breaking. The employed parameters and their notation are presented in Table A.3.

### A.3.5. Bohr radius

To analyze the spatial extent of the lowest-energy excitation $E_{g}^{\text{exc}}$, we calculate the corresponding excitonic Bohr radius $a$ for every dielectric constant $\varepsilon$. Therefore, we use the expectation value of the Coulomb interaction $V_0$ between electron and hole:

$$\langle V_0 \rangle = \frac{e^2}{\varepsilon a}$$

$$\Rightarrow a \left(1 \frac{1}{\varepsilon}\right) = \frac{e^2}{\langle V_0 \rangle} \frac{1}{\varepsilon}. \quad (A.3.12)$$

To obtain $\langle V_0 \rangle$, we calculate the expectation value of the Coulomb matrix elements $V_{ijkl}^{\text{ehhe}}$ for the excitonic eigenstate $|\Psi^0\rangle$ with the lowest energy $E_{g}^{\text{exc}}$

$$\langle V_0 \rangle = \langle \Psi^0 | V_{ijkl}^{\text{ehhe}} | \Psi^0 \rangle \quad (A.3.13)$$

for each model and $\varepsilon$ of the homogeneous dielectric environment.

### A.3.6. Local density of states for heterostructure

In Fig. A.3.1 we show the local density of states for a supercell which uses a non-primitive recangular unit cell which involves 4 atoms. The supercell consists of $9 \times 6$ non-primitive unit-cells spanning an approximate area of $(9 \times 10)a^2$. The plane which separates the different dielectric areas from each other is chosen to be parallel to the y-axis and placed in 5th unit cell. We chose the dielectric constants to be $\varepsilon_1 = 5$ in the left area and $\varepsilon_2 = 2$ in the right area. The spatial band gap dependence induced by the interface with a smaller band gap in the region with the higher $\varepsilon$ (left area) is clearly visible.
Figure A.3.1
One-particle local DOS for different unit cells along a line perpendicular to the dielectric interface of the environment located in the unit cell 5 (left $\varepsilon_1 = 5$ and right $\varepsilon_2 = 2$).
A.4. Material realistic description of Coulomb engineered heterostructures

A.4.1. Calculational details for ab-initio description of heterostructure

For the ab-initio calculations of the heterostructure in Section 6.1.1 we performed $G_0W_0$ with VASP based on GGA-PBE results obtained within a PBE plane wave basis set. A PAW approach with a cutoff energy of 420 eV was used.

The interlayer distance between the substrate and MoS$_2$ was set to $\approx$ 5 Å [287] and the vacuum height was chosen to be 20 Å. For numerical feasibility we used the same lattice constant of hBN as for MoS$_2$. Since the relaxed lattice constant of hBN is 2.51 Å [147] compared to 3.18 Å in MoS$_2$ this yields a strained substrate. However, in homogeneous calculations of the primitive unit cell (as shown in Fig. 6.1.2b) we already find a band gap reduction, thus for the study of qualitative trends this approach is sufficient.

For numerical feasibility we used a $12 \times 12 \times 1$ k-grid (for the homogeneous calculations) and correspondingly a $1 \times 12 \times 1$ k-grid for the supercell calculation of the heterostructure. A GW cutoff energy of 150 eV was utilized and a total number of bands of 80 respectively of 960 for the supercell.

A.4.2. Calculation details for homogeneous monolayer TMDCs

The ab-initio calculations for the results in Chapter 6.2 were performed with VASP. The DFT calculations were carried out within the GGA approximation with a PBE plane wave basis set using a $24 \times 24 \times 1$ k-mesh. We used the PAW approach with a cutoff energy of 350 eV.

In Table A.1 the used lattice constants and distances between the chalcogen atoms are shown. For the GW calculations we used a total of 280 bands with a $\omega$ grid consisting of 200 grid points and a GW energy cutoff of 150 eV.

Since an extrapolation scheme for the individual hopping matrix elements $H_{\alpha\beta}(k)$ (c.f., Section 3.3) is not possible, we chose an interlayer separation of 20 Å as a compromise between numerical feasibility and minimizing artificial self-interactions within the supercell approach during the $G_0W_0$ step. This yields slightly underestimated band gaps in comparison to fully converged results. As we are interested in the different reactions of the materials to external screening, the full optimization of the band gap is not the main purpose of this study. Furthermore, in Appendix A.4.5 we show that the absolute band gap changes in $G\Delta W$ do not depend on the vacuum height.

The RPA calculations were carried out utilizing the RPA module implemented in VASP by M. Kaltak [90] in the Wannier basis as presented in Section 3.3. To
account for artificial self-interaction within the supercell we performed calculations for different vacuum heights $h_{vac}$ between 15 Å and 40 Å and extrapolated the results to infinite vacuum heights

$$U_{\alpha\beta}(q, h_{vac}) = U_{\alpha\beta}(q, \infty) + \frac{b_{\alpha\beta}(q)}{h_{vac}}.$$  

### A.4.3. $G_0W_0$ convergence

In Fig. A.4.1 we show the dependence of the band gap on different calculational parameters. We used MoS$_2$ as example material for all TMDCs (and for the vacuum heights additionally WS$_2$ as we used these calculations in Fig. A.4.2). For a fixed number of bands (Fig. A.4.1a) we used a $18 \times 18 \times 1$ $k$-grid and 200 bands for a fixed number of $k$ points (Fig. A.4.1b). The GW energy cutoff was chosen to be 300 eV in these calculations. The vacuum heights (Fig. A.4.1c) were varied for a $12 \times 12 \times 1$ ($24 \times 24 \times 1$) $k$-grid and 200 (280) bands for MoS$_2$ (WS$_2$). We see a strong dependence of the band gap on the chosen parameter. As a compromise between numerical feasibility and accuracy we chose to use for the $G\Delta W$ calculations a $24 \times 24 \times 1$ grid and 280 bands. The vacuum height was chosen to be rather small with 20 Å but we are mainly interested in the changes of the band gap as already mentioned.

### A.4.4. Fit parameter and band gaps for investigated TMDCs

In the $G\Delta W$ calculations we incorporate the dielectric environment by substituting the leading eigenvalue of the dielectric function of a freestanding monolayer with Eq. (6.2.17). We fit Eq. (6.2.15) and Eq. (6.2.17) to RPA calculations of a freestanding
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Figure A.4.2.

Convergence of band gap in GdW for ε = 100 and WS₂

monolayer using the interlayer distance d of the bulk system. The used and resulting parameter and vacuum band gaps are given in Table A.4. For details on the derivation see Section 6.2.2.

<table>
<thead>
<tr>
<th></th>
<th>E₉₀</th>
<th>d</th>
<th>Δ</th>
<th>εₐ∞</th>
<th>ε₂</th>
<th>ε₃</th>
<th>γ</th>
<th>V₂</th>
<th>V₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>MoS₂</td>
<td>2.26</td>
<td>6.148 [288]</td>
<td>0.148</td>
<td>10.136</td>
<td>2.637</td>
<td>2.019</td>
<td>1.990</td>
<td>0.817</td>
<td>0.360</td>
</tr>
<tr>
<td>MoSe₂</td>
<td>2.07</td>
<td>6.450 [288]</td>
<td>0.186</td>
<td>11.282</td>
<td>2.307</td>
<td>1.787</td>
<td>1.637</td>
<td>0.867</td>
<td>0.402</td>
</tr>
<tr>
<td>WS₂</td>
<td>2.33</td>
<td>6.162 [289]</td>
<td>0.427</td>
<td>8.565</td>
<td>2.913</td>
<td>2.281</td>
<td>2.169</td>
<td>0.737</td>
<td>0.332</td>
</tr>
<tr>
<td>WSe₂</td>
<td>2.07</td>
<td>6.480 [289]</td>
<td>0.464</td>
<td>9.873</td>
<td>3.097</td>
<td>2.490</td>
<td>2.733</td>
<td>0.647</td>
<td>0.303</td>
</tr>
</tbody>
</table>

Table A.4.

Interlayer distance d and fit parameter of the bare Coulomb interaction (γ, V₂,V₃) as well as for the dielectric function (εₐ∞, ε₂, ε₃). Additionally, we show the spin-orbit coupling parameter determined from the valence band splitting at K in GGA calculations.

A.4.5. GΔW convergence

In Fig. A.4.2a we show GΔW results for WS₂ for the band gap of a dielectric substrate with ε = 100 in dependence on the k-grid. Throughout this work we use 400 × 400 k-points in the GΔW calculations as therefore the change between band gaps is smaller than 0.02 eV when increasing k. In Fig. A.4.2b and Fig. A.4.2c we show the dependence of the absolute and relative band gap changes for WS₂ for different dielectric constants on the vacuum height of the underlying G₀W₀ calculation. We
see nearly no influence on the absolute band gap changes and a small influence on the relative changes due to the increasing quasiparticle band gap for increasing vacuum height in $G_0W_0$ (see Fig. A.4.1c). Since the influence on the absolute changes is small, we chose $c = 20 \text{Å}$ for all investigated TMDCs to lower the computational effort in the $G_0W_0$ step.

### A.4.6. GW self-energy

To benchmark our $G\Delta W$ results we performed full $G_0W_0$ calculations for a monolayer of WS$_2$ in vacuum and on top of a layer of strained hexagonal boron nitride (hBN). A distance between both monolayers of $\approx 5 \text{ Å}$ was used. The self-energy was calculated using

$$\Sigma = G^{-1}_{\text{vacuum}} - G^{-1}_{\text{substrate}}$$

(A.4.1)

with the Green’s function $G^{-1}_{\text{vacuum}}$ resulting from $G_0W_0$ calculations of the free standing and the Green’s function $G^{-1}_{\text{substrate}}$ for the system of the monolayer on top of a layer of hBN. The calculational details are presented in Appendix A.4.1. The real space representation of the self-energy is shown in Fig. A.4.3 and shows similar features as the $G\Delta W$ results from Fig. 6.2.4a which is a good benchmark for our modeling approach.
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Figure A.4.4.
(a) Local density of states for a WS\textsubscript{2} Coulomb engineered heterostructure from Fig. 6.2.5b. Blue lines mark the energy range in which LDOS is averaged shown in (b). We investigate the energy range from 0.55 eV to 0.7 eV. The interface region is marked with black lines.

A.4.7. Finding the characteristic length of the interface

To find a characteristic length \( r \) of the interface, we use the local density of states for a specific energy range near the conduction band edge in dependence of the position/unit cell. In Fig. A.4.4b we show the averaged LDOS for a WS\textsubscript{2} heterostructure (from Fig. 6.2.5b) for energies in the energy range from 0.55 eV to 0.7 eV (marked with blue lines in Fig. A.4.4a). Small numbers mean nearly no density of states, i.e. in the left region the studied energies lie within the band gap. To define the characteristic length we seek the unit cells where the change in LDOS becomes small. We define the area of the interface as the region where the LDOS varies strongly. The determined interface region is marked with black lines in Fig. A.4.4.

A.4.8. Substrate dielectric constants

We present static dielectric constants for a few typical substrate for 2d materials in Table A.5.

<table>
<thead>
<tr>
<th>substrate</th>
<th>SiO\textsubscript{2}</th>
<th>HfO\textsubscript{2}</th>
<th>Si</th>
<th>GaAs</th>
<th>hBN</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon )</td>
<td>( \approx 3.6 )</td>
<td>25</td>
<td>( \approx 12 )</td>
<td>( \approx 13 )</td>
<td>( \approx (1.8 - 3.3) )</td>
</tr>
<tr>
<td>Reference</td>
<td>[259]</td>
<td>[259]</td>
<td>[260]</td>
<td>[260]</td>
<td>[290],[291]</td>
</tr>
</tbody>
</table>

Table A.5.
Static dielectric constants for a few typical substrate for 2d materials
A.5. Effects of the Fermi Level Energy on the Adsorption of O\textsubscript{2} to Monolayer MoS\textsubscript{2}

A.5.1. Band structure of MoS\textsubscript{2} in absence/presence of O\textsubscript{2}

In Fig. A.5.1 the (unfolded) band structures corresponding to the density of states shown in Fig. 7.3.1 of Chapter 7.3 are shown. For the monolayer without adsorbate, we calculated the band structure directly in the first Brillouin zone. For the calculations with the adsorbed molecule we used a 4 × 4 supercell. Correspondingly, the band structures had to be unfolded, which we performed using the BandUP code [292, 293].

![Band structure of MoS\textsubscript{2} in absence/presence of O\textsubscript{2}](image)

**Figure A.5.1.**
Band structure of MoS\textsubscript{2} ((a), (b)) and unfolded band structure of MoS\textsubscript{2} in the presence of oxygen ((c), (d)). The black (red) line marks states derived from MoS\textsubscript{2} (O\textsubscript{2} molecules). Different external charge doping levels are accounted for: ((a), (c)), no doping, and ((b), (d)), 0.01 electrons per unit cell.

As in the density of states, we find for the undoped case the Fermi level between the valence and conduction band of MoS\textsubscript{2} (Fig. A.5.1(a) und (c)), leaving the O\textsubscript{2} state unoccupied without doping. When the system is doped with 0.01 electrons/unit cell, which corresponds to approximately 10\textsuperscript{13} electrons/cm\textsuperscript{2}, the Fermi level is now at the MoS\textsubscript{2} conduction band edge increasing the number of free carriers. Thus, an electron transfer from MoS\textsubscript{2} to the previously empty orbital localized at O\textsubscript{2} can occur.
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